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 ABSTRACT 

 Filmmaking  is  a  financially  high-risk  field  of  work.  There  are  multiple  variables  that 

 contribute  to  a  movie’s  success  or  failure,  however  the  most  impactful  ones  have  yet  to  be 

 identified.  In  this  paper,  we  used  publicly  available  datasets  in  combination  with  several 

 forms  of  analysis  models  to  determine  common  factors  associated  with  historically 

 successful  movies.  Our  results  narrowed  the  top  categories  to  include  the  runtime,  the 

 production  budget,  the  release  year,  the  genres,  and  the  primary  language.  The  final  round 

 of  analysis  yielded  an  84%  accuracy,  after  the  usage  of  XGBoosting  and  gradient 

 boosting.  Further  improvements  to  this  project  could  involve  testing  different  modeling 

 techniques  to  improve  accuracy,  as  well  as  using  an  expanded  dataset  that  includes  more 

 films from outside of the United States. 

 Keywords:  Filmmaking, Data Modeling, Financial Success 
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 Chapter 1 - Introduction 

 One of the most ubiquitous aspects of many peoples lives are movies. They are a 

 universally accepted and loved language where anyone can find common ground. 

 Everybody has some movie that has influenced them in their life, from the way they 

 make decisions to the way that they lead the lives they live. However, with the entry of 

 COVID-19, film industries all across the world witnessed a significant decline in sales 

 and business.  Once the pandemic got to a point where it was feasible to return to 

 theatres, unfortunately people did not return in the numbers to revive the industry. In a 

 Variety article from the summer of 2022, they detailed: 

 A record-high 88% of moviegoers are “very or somewhat comfortable” going to 

 the movies, according to the latest study from the National Research Group. 

 Around a year ago, that percentage was closer to 59%. That means people are 

 feeling better and better about returning to a darkened room with strangers, a 

 reality that prevented many ticket buyers from going to the movies in the earlier 

 days of the pandemic. (Rubin) 

 Film industries everywhere continue to struggle up until now as they continue to put out 

 movies in hopes to return to the success of previous years, but have difficulty figuring out 

 what audiences want. 

 Project Goal 

 The goal of this project was to create a product that people in the film industry can use as 

 a frame of reference in order to create movies that have the capabilities of financial 

 success.  We wanted to find an intersection between film and education when pursuing 
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 this project. Given that the scope of the film industry is so large, it was important to 

 optimize the scope of this project to a point where the imperative roles that go into the 

 production of a film can be used towards this project. We have created a product called 

 the Film Viability Evaluator, which takes into account data from over 5,000 movies 

 spanning over 100 years. Using machine learning techniques, we have created a platform 

 so that people in different roles can reference different categories that go into creating a 

 movie, providing them with data that guides them based on the factors that they choose. 

 The idea for the project is to provide a sense of help to producers, writers, directors, and 

 students who choose to take advantage its benefits. 

 Use Cases 

 There are several potential users that would benefit from our product. Ranging from the 

 film industry itself to educational spaces, many applications would be possible. Although 

 there are many different use cases, the three primary ones we chose to focus on were 

 producers, writers, and education. 

 Producers 

 One use case would be producers, both individual supporters and production companies. 

 Using the analyzed data, producers can more easily decide which projects to provide 

 funding to because they will know which attributes yield the most successful results. 

 They can also use the evaluator to propose new ideas to writers and directors, providing 

 reliable data to back up their proposals. Currently, many production companies having 

 only been focusing on funding remakes or continuations of movie franchises because 

 they are afraid to take the financial risks on new stories. With our product, filmmaking 

 can hopefully go in the other direction in order to amplify more diverse voices in popular 

 media. 
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 Writers 

 Secondly, writers themselves would benefit from using the evaluator, specifically if they 

 are planning to pitch their screenplay. They can compare their existing work to the 

 historical data and make revisions to things such as the length of the script or languages 

 spoken by the characters, increasing the chances of their story getting produced. At the 

 time of writing this paper, the Writers Guild of America, a labor union representing 

 writers in film, television, radio, and online media, has been on strike, advocating for 

 proper compensation for their work (WGA). This in particular emphasizes the importance 

 of writers needing the ability to have more control over their creative work and its 

 outcomes. 

 Education 

 Another use case would be within education, both for educators and students. In regards 

 to educators, the evaluator would help them to teach better filmmaking practices, as they 

 would have better guidelines to recommend to students. For students, the tool would 

 hopefully give them a better foundation in filmmaking, helping them determine which 

 “rules” to follow and which ones they can challenge. 
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 Chapter 2 - Overall System Integration 

 System Overview 

 Our product is a web-based portal that generates a set of analysis models based on 

 historic film data and recommends feasible criteria when producing a new film. The 

 home page displays a selection of successful movies that are a part of the dataset. This 

 dataset was publicly available, using information from IMDb. 

 Figure 2-1 Data source. 
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 Figure 2-2 Home page. 

 Clicking on any of these thumbnails on the home page leads to an individual profile of 

 each film’s data that corresponds to the evaluator. We decided to make this design choice 

 for new users of the website to have a better experience while using the website: rather 

 than just having the evaluator as the first thing, users can ease into the content and 

 explore before diving in. 

 Figure 2-3 “But I’m a Cheerleader” data. 
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 Moving on to the evaluator tool itself, users are first led to a page asking them which user 

 category they fall under. We wanted to do this in order to better personalize the user 

 experience, taking out information that might not be as applicable to their needs and 

 would end up being overwhelming if included. This is important to think about as 

 engineers because having unnecessary content both makes the product less effective for 

 users and also requires more resources to be spent (in our case memory and time). 

 Figure 2-4 User category options. 
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 After selecting an option, the user is directed to categorized data tailored to their career 

 needs, each option containing specific data that is more useful to them. Below shows the 

 tool specific for writers. Users can view all data categories in order of importance or filter 

 specific categories they would like to see. 

 Figure 2-5 Writer’s tool. 
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 Team Structure 

 For this project, we worked as a two-person team. Although this allowed scheduling 

 meetings to be relatively easy, this meant there was a lot more work to be divided among 

 ourselves. Kulsoom had some experience with machine learning when we first began this 

 project, and Caitlin had some experience with artificial intelligence and a couple years of 

 background on web development. 

 Design Process 

 Our design process began with identifying the exact requirements we wanted our product 

 to adhere to. First, we looked to three different professional standards within computer 

 science and engineering, one being the AIS Standards outlined by IEEE. Specifically, the 

 “Standard Model Process for Addressing Ethical Concerns during System Design” and 

 “Algorithmic Bias Considerations”. Another set is the HTML Standard, making sure we 

 follow good practices when building the website portion. The third set are the guidelines 

 defined to comply with ADA, so the tool is useful for everybody. 

 Next, we chose personal requirements, both functional and nonfunctional. The functional 

 requirements for this project are that the program is able to process our datasets and 

 produce useful models, and the website containing this tool is reliable and has little to no 

 issues when handling user actions. The nonfunctional requirements for this project 

 include ensuring the usability of the interface, optimizing the performance of website in 

 conjunction with the ML models, and making sure that the product is viable. 

 Another important part of the design was taking into account potential obstacles we could 

 encounter during the course of the project. To prepare for this, we completed a risk 

 analysis table. 
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 Table 2-1 Risk analysis 

 Scenario  Risk  Severity  Likelihood  Mitigation Strategy 

 Group member 
 illness 

 72  9  8  assigning backup roles 

 Task 
 dependency 

 90  10  9  finalize main components before working 
 on additional features 

 Additional 
 research needed 

 25  5  5  read into technologies as much as possible 
 before using 

 Errors within 
 code 

 80  8  10  double check code for common mistakes 
 (typos, missing punctuation) 

 Scheduling 
 conflicts 

 36  6  6  set meetings earlier than needed 

 More time 
 needed than 
 expected 

 49  7  7  building in buffer time 

 To calculate the risk level of each scenario, we used the equation risk = severity * 

 likelihood, all of the input values using a scale from 1 to 10. From there, we were able to 

 rank the risk levels from most critical to least: 

 1.  Task dependency (90) 

 2.  Errors within code (80) 

 3.  Group member illness (72) 

 4.  More time needed than expected (49) 

 5.  Scheduling conflicts (36) 

 6.  Additional research needed (25) 
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 Following this, we created a project timeline to adhere to throughout the school year, 

 which can be found in Appendix A. We made sure to provide ourselves with some buffer 

 to give us enough time to complete every stage of the project. Unfortunately, we ran into 

 all of the scenarios in our risk analysis chart over the year, so the pacing of our work flow 

 was not as smooth as we had hoped for. 

 The next step was to plan out our code structure using UML diagrams. We decided to 

 make one that detailed the backend and then a separate one that connects the backend to 

 the front end. 

 Figure 2-5 Machine learning architecture diagram. 
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 Figure 2-7 System architecture diagram. 
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 Technologies Used 

 We decided the best language to use for this project would be Python since a majority or 

 machine learning programs and implementations are done in the language. Given that 

 regression techniques are also fairly complicated, Python would be the best bet in 

 implementing these algorithms to simplify and organize things. One machine library we 

 implemented is NumPy in order to deal with regression techniques, matrices. We also 

 used pandas to convert to NumPy values. Regression techniques were necessary for 

 parsing through and analyzing the datasets in our project. The databases we drew our 

 datasets from include data from a website called Kaggle, which stores script and film 

 datasets based on genre, runtime, box office collection, etc. This was our primary dataset 

 source as it has an extensive database of data we needed for this project. 

 Framework wise, alot of our code will be comprised of clustering techniques, linear and 

 ridge regression, LSTM, RSME, and alot of parsing. We began with clustering and 

 scrapping of the data in order to isolate our datasets into just the categories we used like 

 genre, runtime, and box office and removed categories like actors used, movie codes, etc. 

 Following this, we implemented Linear Regression in order to create our prediction 

 models per category and followed that with Ridge Regression because of expected cases 

 of underfitting or overfitting. Finally, we used LSTM in order to classify our sequential 

 data as its been analyzed; providing us with long term dependencies given the data we 

 analyzed. 
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 Chapter 3 - Modeling Techniques 

 There were numerous machine learning modeling techniques that were implemented to 

 program the machine learning aspect of this project. The main language used for this part 

 was Python and the project was split into two phases of creation. Phase one was primarily 

 made up of data cleaning in order to scale down the data set to a point that it was feasible 

 for statistic analysis. Given that the data set contains over 5,000 movies along with 28 

 different categories, it was necessary to prioritize certain categories over others and this 

 included scaling it down from those that had empty data or missing values. 

 The data set that was used spans over 100 years and 66 countries holding over 5,000 

 movies. This is a very large data set and is not easy to work with when it comes to 

 creating the project, so phase one on the majority was used to clean the data set and scale 

 it. Following this, it was decided that first a basic regression model would be 

 implemented and then it would advance to an advanced classification model which would 

 implement these statistical analyses that we needed. A lot of the values in the data set 

 held data that was not completely necessary towards the project or had missing values, 

 for example the genre category would held 500 values whereas language would only hold 

 100.  Because of comparison of categories like this, it was necessary to implement 

 missing value treatment to the data set, which on a basic level takes the data and cleans it 

 to prioritize those categories that have closer number values to each other rather than 

 those that have few values or are completely empty. When cleaning the data and 

 implementing this small regression model, the analysis was giving us a lot of errors and 

 warning messages letting us know that our data was very messy and there were values 

 that were skewing the entire model to a place that did not fit the regression line that was 

 produced. 
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 Figure 3-1 Missing value treatment result. 

 Above shows the result of the data set right after applying an initial missing value 

 treatment and cleaning which provides the us with a look at how there are warnings about 

 categories that have high cardinalities, a lot of distinct values, or simply many zeros 

 meaning missing data. The goal following this output was to clean the data even more 

 and scale down categories, so instead of having 28 categories it would come down to 

 however many were necessary towards the project with enough data to work with. 
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 Following the plan to continue the regression model into a more advanced approach, we 

 applied a linear regression to our model. At this point we had scaled down the categories 

 very minimally, removing any values that have empty data or ones that have a lower 

 number of data compared to others. The goal now was to see how accurate our data is 

 using the application of a simple linear regression, which resulted in an r-squared value of 

 0.37. 

 Figure 3-2 Linear regression results. 

 This value meant that our data was not very accurate, as the perfect model has an 

 r-squared value of one. We then moved into the application of ensemble modeling. Three 

 different types of modeling techniques were applied to the current data set in order to 

 make it more accurate and precise, along with scaling down our categories in order to 

 prioritize the ones that would contribute to the project the most. There was the 

 application of gradient boosting which is known as one of the strongest boosting 

 techniques, as it provides a lot of precision. Gradient boosting gave us an error rate of 

 0.42. 
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 After this, we applied a modeling technique that is a branch of Gradient Boosting called 

 Random Forest boosting. The problem with gradient boosting is that the larger the data 

 set, the slower gradient boosting is applied, so as a result Random Forest is much faster 

 and is also used to follow the goal of having a lower error rate. This was achieved within 

 this context because the Random Forest boosting error rate gave a result of 0.41. Lastly, 

 the Random Forest had greater precision and lower error rate when applying Random 

 Forest with XG Boosting, which is a second branch of Random Forest and follows the 

 same intent to provide a lower error rate along with a larger data set. As a result, the final 

 model’s error rate was 0.40 along with the categories being scaled down to the sixteen 

 primary categories that were prioritized over the original 28. 

 Figure 3-3 Primary data categories. 
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 Now that a basic model is established in scaled down categories, it was important to 

 apply a more advanced classification model in order to test the accuracy of the data and 

 be able to continue on to building the front end of the project. An advanced classification 

 model would require that we use the same scale data that resulted from phase two with 

 the same modeling techniques but a new target variable. This would happen in the form 

 of a logistic regression model, which is also called a classic binary model. The point of 

 this was to take our data and results in a line which fit because the linear regression 

 model resulted in data that did not fit within the line that was output. In phases one and 

 two there was a linear regression applied with gradient boosting, Random Forest 

 boosting, and random forest with XG Boosting, whereas now logistic regression would 

 be applied followed by the same three modeling techniques with new target variables. 

 With this we were able to extract the accuracy rates of 84% for Random Forest and 83% 

 for Gradient Boosting. At this point the project was scaled down from 20 categories to 16 

 along with a 84% accuracy rate based on prioritized categories shown below. 

 Figure 3-4 Prioritized film data. 
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 Chapter 4 - Usability 

 User Experience 

 A positive user experience was one of the important objectives we wanted to achieve 

 within our project. The interface plays a big role in this, so we outlined three key 

 components we aimed for our UI to have: responsiveness, simplicity, and consistency. 

 These aspects pointed us towards implementing the Bootstrap framework in our design, 

 as it made development for both mobile and desktop devices easier and provided a great 

 foundation for the layout of our website. 

 Environmental Impact 

 Our product has the potential to make a positive impact in terms of sustainability. 

 Filmmaking is often a process with a heavy carbon footprint: 

 Blockbuster films with budgets of over $70 million  produce an average of 2,840 

 ton of CO2 per production (it takes 3,700 acres of forest to absorb the equivalent 

 in a year). Often filmed across several countries, 51% of these vast CO2 

 emissions are transport related. 

 On a production set, several copies of the all-important script are printed on 

 paper and throwaway plastic is often used to keep the cast and crew fed and 

 hydrated. Props and costumes are often discarded after use, and huge convoys of 

 vehicles and power generators leave a substantial carbon footprint. 

 (Whittington) 
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 With the use of our evaluator, a lot of this waste can be mitigated. With more 

 concentrated plans in terms of budget, the amount of things consumed during the 

 production of a movie, whether that be food, electricity, or props, are reduced. Something 

 like costumes may require more intentional decisions to stay within budget, such as 

 buying pieces from thrift stores as opposed to fast fashion brands. 
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 Chapter 5 - Ethical Evaluation 

 As for any software and technical product it is important to take into account the ethical 

 considerations for the product being developed. Oftentimes there is a disconnect between 

 people being able to see that there are ethical concerns when it comes to creating 

 technology and an increasingly technological developing world. It is important to create 

 ethical evaluations of our product in the context of these issues. The first and most one is 

 software engineering. In the act of software engineering, especially when implementing 

 machine learning techniques that could be used for artificial intelligence, it is imperative 

 to take into account that there can be a huge bias when it comes to machine learning 

 implementation. Software engineering is a technique that's relied on to provide real 

 statistical data without the bias of things in society like race or class, but these 

 considerations had to be taken into account within the context of our project because we 

 are using historical data and historical data always comes with a sense of bias. It could be 

 that specific films didn't do well because they contained actors of a specific ethnicity, or it 

 could also be that one movie made a specific amount of money over another movie 

 simply because of the language or region that it was created in. These categories and the 

 results are all being implemented into the software engineering aspect of our project 

 which needs to be accounted for. 

 Another ethical consideration to take into account in the context of software engineering 

 is security and privacy. Our product uses a historical data set of over 5,000 movies and 

 although the data set comes from an outside source, it isn't confirmed that the writers and 

 directors of these movies have given permission for their creative work to be used within 

 a data set like this and for projects that use the data. These are very serious ethical 

 concern to take into account especially when catering a project to creative work. 
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 Chapter 6 - Economic Considerations 

 During our work on this project, we were able to utilize free resources to accomplish our 

 goals. This included the public datasets we used as well as using GitHub to host our 

 webpage. Even though we were able to not spend any money to reach our findings, if this 

 project was scaled up to be readily available for public use we would need sources of 

 funding. This would cover costs such as web hosting, larger and more complete data sets, 

 and possibly user-input data storage. To pay for the cost of product development, we 

 could go the common route of having ads on our site, or we could also apply for grants to 

 further research this topic. The tool could also be offered at different pricepoints (free, 

 monthly subscription), and each level would offer more services than the previous 

 level(s). 
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 Chapter 7 - Conclusion 
 Summary 

 In a roundabout idea this project was intended to become a product that can be used by a 

 people in a field (filmmaking) which we feel very passionate about. Our hard work and 

 passion pushed towards a product that people in the film industry can use to create better 

 movies for the general public. We implemented numerous machine learning techniques 

 and also pursued a very high accuracy rate in order to attest to the idea that we created a 

 product that is both accurate and useful. This was finally implemented with an interface 

 in the form of a website that users can utilize when needed. 

 Future Uses and Further Development 

 There is a lot of room for growth within this product, especially with the number of 

 categories being used in our original data set only being 5000 movies. Another aspect of 

 growth and future use is that this product can be catered to specific countries, so if 

 someone from India., for example, wanted to create a movie, then they can be provided 

 statistical data on what works in India rather than in the United States or in Italy. An 

 additional future development is extending the product to roles beyond producer, writer, 

 and education, such as directors or cinematographers. Lastly, it can be more accessible by 

 being turned into a mobile application which people can access on their phones much 

 easier rather than having to access the website on a computer. The product at its current 

 state is on a smaller scale and we would want to extend its functionality and make it 

 better for the general public if we are able to further develop the project. 
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 Appendix A: Timeline 
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 Appendix B: Source Code 

 Python sample, before data cleaning. 

 A-2 



 Python sample, data cleaning. 

 A-3 



 HTML sample, home page. 

 A-4 



 HTML sample, producer’s tool page. 

 A-5 



 HTML sample, “Leonor Will Never Die” individual data page. 

 A-6 



 CSS sample. 

 A-7 
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