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Improving Diversity in Journalistic Sources with Computer Vision

Austin Johnson,

Carlos Mercado,

Sabiq Khan

Department of Computer Science and Engineering

Santa Clara University

ABSTRACT

News is a constant part of our lives, and has a significant impact on how we see the
world. Simply put, journalistic sources are not diverse enough, and typically are only
those in the majority. Newsrooms have made passionate declarations about wanting more
diversity in their news sources. Our project aims to help with that. Building on top of the
DEI toolkit, we aim to help newsrooms increase the diversity of their sources by
analyzing their sources using a google search to pick an image and facial recognition
software to determine the gender and race of the image.

3



Table of Contents

Table of Contents 4

List of Figures 7

Chapter 1 8
Introduction 8

1.1 Motivation 8
1.2 Solution 8

Chapter 2 10
Background Information 10

2.1 DEI Toolkit 10
2.2 Current Issues with the DEI Toolkit 12

Chapter 3 13
Requirements 13

3.1 Functional Requirements 13
3.2 Non-Functional Requirements 13
3.3 Design Constraints 13

Chapter 4 14
Use Cases 14

4.1 Get gender prediction of journalistic source 14
4.2 Get race prediction of journalistic source 14
4.3 Help newsrooms add another layer of accuracy to the NLP prediction 14
4.4 Help newsrooms predict the race of common names 14
4.5 Help newsrooms predict the gender of gender-neutral names 14

Chapter 5 15
Activity Diagrams and Risk Analysis 15

5.1 Activity Diagram 15
5.2 Risk Analysis 16

Chapter 6 17
Technologies Used 17

6.1 React 17

4

/h.tyrcorq3pkmf
/h.tyrcorq3pkmf
/h.4toyececws0n
/h.4toyececws0n
/h.u9t0ekxv0273
/h.u9t0ekxv0273
/h.fcgaojug975n
/h.fcgaojug975n
/h.gqb588x9o0ib
/h.gqb588x9o0ib
/h.lg3npqd0jvfq
/h.lg3npqd0jvfq
/h.j2ru86h6cwl6
/h.j2ru86h6cwl6
/h.uqc8shmpsc62
/h.uqc8shmpsc62
/h.132dpsdhw39p
/h.132dpsdhw39p
/h.ri8psw759e0b
/h.ri8psw759e0b
/h.5zmywv7etwm0
/h.5zmywv7etwm0
/h.l3iqwx1211u
/h.l3iqwx1211u
/h.lgjbt3q4o5l3
/h.lgjbt3q4o5l3
/h.j8x92x5wdjh2
/h.j8x92x5wdjh2
/h.6d0dcft34afe
/h.6d0dcft34afe
/h.86ay2meizw0f
/h.86ay2meizw0f
/h.juuonze7uvjq
/h.juuonze7uvjq
/h.xyrbn866te9m
/h.xyrbn866te9m
/h.thknkxsify1v
/h.thknkxsify1v
/h.8mg0eccxqhw8
/h.8mg0eccxqhw8
/h.ndf04iy7l57p
/h.ndf04iy7l57p
/h.nw7t5br8b3db
/h.nw7t5br8b3db
/h.cqimsc9ca4pc
/h.cqimsc9ca4pc
/h.snrym3627g6x
/h.snrym3627g6x
/h.5vxs9vluarq0
/h.5vxs9vluarq0
/h.9i5of546fizu
/h.9i5of546fizu
/h.p13ey4naf7rz
/h.p13ey4naf7rz
/h.uk2lorwqj19e
/h.uk2lorwqj19e
/h.6m0f3tr1wd8v
/h.6m0f3tr1wd8v


6.2 Django 17
6.3 SerpAPI 17
6.4 DeepFace API 17

6.4.1 Overview 17
6.4.2 System Description 17

6.5 GitHub 18

Chapter 7 19
System Architecture 19

Chapter 8 21
Design Rationale 21

8.1 User Interface 21
8.2 Technology 21

Chapter 9 23
Test Plan 23

9.1 Unit Testing 23
9.2 Integration Testing 23

Chapter 10 24
Description of System Implementation 24

Chapter 11 27
Social Implications 27

11.1 Ethical 27
11.2 Social 28
11.3 Political 28
11.4 Economic 28
11.5 Health and Safety 28
11.6 Manufacturability 28
11.7 Sustainability 28
11.8 Environmental Impact 29
11.9 Usability 29

Chapter 12 30
Difficulties Encountered and Lessons Learned 30

12.1 Difficulties 30
12.2 Lessons Learned 30

5

/h.ahaoay8jsjuz
/h.ahaoay8jsjuz
/h.kloe4erx1pl3
/h.kloe4erx1pl3
/h.pq9vwrg5br3s
/h.pq9vwrg5br3s
/h.pwn7q3wlxdqa
/h.pwn7q3wlxdqa
/h.4tpllihq4jdo
/h.4tpllihq4jdo
/h.z1h2r3j4apvz
/h.z1h2r3j4apvz
/h.6xmgswowp8io
/h.6xmgswowp8io
/h.k7wrejngncqz
/h.k7wrejngncqz
/h.parwxj3sj772
/h.parwxj3sj772
/h.au680pe5dg5
/h.au680pe5dg5
/h.rjhwcjvm3n48
/h.rjhwcjvm3n48
/h.odq8h3skei
/h.odq8h3skei
/h.1u62ud8b2h6e
/h.1u62ud8b2h6e
/h.j2fhig1mp79x
/h.j2fhig1mp79x
/h.mnt68gcxqzv
/h.mnt68gcxqzv
/h.mirr18aqwasl
/h.mirr18aqwasl
/h.ct557f5t9fer
/h.ct557f5t9fer
/h.97g0m6pshuod
/h.97g0m6pshuod
/h.xb0zax9u37nm
/h.xb0zax9u37nm
/h.iu5hbyo9dqjm
/h.iu5hbyo9dqjm
/h.7abqtq5dz5oy
/h.7abqtq5dz5oy
/h.u6phng989ao1
/h.u6phng989ao1
/h.rkoq9ekl8eti
/h.rkoq9ekl8eti
/h.bc36dd3tslxd
/h.bc36dd3tslxd
/h.oedx3z1tv2qb
/h.oedx3z1tv2qb
/h.c8tctvnp65ye
/h.c8tctvnp65ye
/h.tcitq3ous08l
/h.tcitq3ous08l
/h.krubjrk6zk8g
/h.krubjrk6zk8g
/h.w5ltcfesjat9
/h.w5ltcfesjat9
/h.gr4pej71cis9
/h.gr4pej71cis9
/h.37qkb4mu3bb7
/h.37qkb4mu3bb7
/h.v601iguqyd0g
/h.v601iguqyd0g
/h.g5j6odu4nr83
/h.g5j6odu4nr83


Chapter 13 32
Future Work 32

Appendix A 33
Installation Guide 33

A.1 Getting code from GitHub 33
A.2 Installing Dependencies 33
A.3 Running System 33

Bibliography 34

6

/h.j9inniof3jp0
/h.j9inniof3jp0
/h.e3d8i1sxc1t4
/h.e3d8i1sxc1t4
/h.iwhjekh38kli
/h.iwhjekh38kli
/h.6yblhont3ki6
/h.6yblhont3ki6
/h.9x8v1pnvpnya
/h.9x8v1pnvpnya
/h.gvj9w8viqio1
/h.gvj9w8viqio1
/h.ny2w9shf5jtu
/h.ny2w9shf5jtu
/h.5ipcc61w8daj
/h.5ipcc61w8daj


List of Figures

2.1 DEI Toolkit Site Dashboard page 10

2.2 DEI Toolkit Second Level Statistics 11

2.3 DEI Toolkit Article Dashboard 11

5.1 Activity Diagram 15

5.2 Risk Analysis 16

7.1 Original Architecture 19

7.2 Final Architecture 20

10.1 Welcome Screen 24

10.2 User enters query 25

10.3 User submits query and button becomes disabled and says “Loading” 25

10.4 User query, image, gender and ethnicity predictions are shown 26

7



Chapter 1

Introduction

1.1 Motivation
Although there are more ways to get news than ever, the vast majority of sources within

an article come from a select population and do a poor job of including underrepresented

communities. Increasing the diversity of the sources we use and the people we feature is

the first and most significant step in creating journalism that paints a more complete

picture and is more relevant to audiences. Under-serving minority groups through a lack

of diversity also has a knock-on effect on the trust in the media and unwillingness to

speak to the press. By not having a wide range of backgrounds represented in news

sources, journalists miss out on stories in worlds they may not belong to and certain

topics they might not be familiar with.

If this continues to be the case, important issues relating only to underrepresented

communities will not be heard or solved. One of the issues is that many large newsrooms

who want to have a diverse set of sources do not have an efficient method to do it. Our

project would provide newsrooms with a tool to solve that problem.

1.2 Solution

By providing a detailed, visual breakdown of sources, journalists will be provided with a

better idea of where their sources are coming from and how diverse they are. We plan to

solve this problem with computer vision and natural language processing to provide an

automated way to suggest information such as the race or gender of the sources

themselves from a given article. Leveraging Stanford’s Core Natural Language

processing server, there is already a system in place which identifies quotes and gives a

suggested gender of the source.
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We want to build on this system by providing a race suggestion, along with adding or

reducing confidence in the gender and race suggestions utilizing computer vision. We

want to scrape the internet for images of the source’s name and make a suggestion of

their race and gender to, as said before, build or reduce confidence in the initial

suggestion. The intent of this project is not to profile people based on their race or

gender, but to provide suggested information which can help newsrooms solve the

problem of a lack of diversity in their sources.
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Chapter 2

Background Information

2.1 DEI Toolkit

The DEI Toolkit [7]  is a wordpress plugin newsrooms use to analyze and display the

diversity of their sources. This toolkit already exists and is the project we plan to build on

top of.

Figure 2.1 DEI Toolkit Site Dashboard page

Here we can see the diversity of the newsroom’s sources based on a time frame. In this

example, it’s for the month of August.
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Figure 2.2 DEI Toolkit Second Level Statistics

Here we can see the different insights the DEI toolkit provides, including second level

statistics such as the gender distribution of titled quotes, the title distribution for a certain

gender, etc.

Figure 2.3 DEI Toolkit Article Dashboard
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Here is the article dashboard page, where journalists are redirected after they press the

‘Get Source Diversity’ button on their article draft. The page displays a table with all of

the quotes, along with information about the quote. The system also includes an override

feature, because as effective as the machine is at predicting diversity metrics, it will never

be one hundred percent accurate, and people cannot be minimized and simply categorized

incorrectly as what a computer may think they are.

2.2 Current Issues with the DEI Toolkit

The DEI Toolkit is generally effective in predicting an individual’s gender and race based

off of a name, but there are many cases where it struggles. An existing pitfall of the

current system is its inability to distinguish between gender neutral names. For example,

the current NLP system may categorize Alex Morgan, the famous women’s soccer player,

as a man. The natural language processing cannot correctly distinguish between a man

and a woman for a gender neutral name, but an image will clearly show that Alex Morgan

is a woman.

Another issue with the current system is that it struggles with Black and White names

frequently, along with names that are uncommon. Austin Johnson is a white Computer

Science and Engineering student at Santa Clara University. Austin Johnson is also a

Black professional football player for the Tennessee Titans. Based on the text alone, the

system would not be able to distinguish between the two individuals. An image search

with a title included will return a more accurate representation of who we’re looking for,

and will be able to identify and categorize the individual.
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Chapter 3

Requirements
Using the problem statement above, functional requirements, non-functional

requirements, security requirements, and design constraints have been made.

3.1 Functional Requirements

● The system will take a text-based query from the user

● The system will get an image result from Google Images

● The system will then return a race and gender based on the image with a

confidence interval for both.

3.2 Non-Functional Requirements

● The system should work with non-gender specific names.

● The system should be able to complete within a reasonable time.

● The system should integrate smoothly with the DEI Toolkit.

● The system should have an option for text based interface.

● The interface should be simple to the user.

3.3 Design Constraints

● The system must be able to connect with the DEI Toolkit.

● The system must be completed by May 2022.

13



Chapter 4

Use Cases

4.1 Get gender prediction of journalistic source
The actor in the context of our project is a journalist or a newsroom who wants to be able
to better understand the diversity of their sources. One of the diversity metrics
newsrooms want to be better with is gender diversity. Having newsrooms target more
women and non-binary people lead to better news, as a wider breadth of people are being
heard from.

4.2 Get race prediction of journalistic source
Another one of the diversity metrics newsrooms want to improve is racial diversity. Much
of the racial prejudice in this country is based on misinformation and unfamiliarity, but
by having racial minorities’ voices heard, many of the prejudices and biases people have
may begin to disappear.

4.3 Help newsrooms add another layer of accuracy to the NLP prediction
Newsrooms want to make sure their predictions are as accurate as possible. The DEI
toolkit has a certain level of accuracy which struggles in certain situations. We aim to
mitigate the struggles of the DEI toolkit by adding another layer of accuracy so that the
newsrooms can be more confident in their predictions.

4.4 Help newsrooms predict the race of common names
As previously stated, one of the current pitfalls of the DEI toolkit is that it struggles with
common names like Austin Johnson, specifically names that can usually be either Black
or White. With an image search, we can get a better idea of who the source is, and reduce
the inaccuracy.

4.5 Help newsrooms predict the gender of gender-neutral names
Another one of the pitfalls of the current DEI toolkit is that it struggles with gender
neutral names like Alex Morgan. With an image search, the system will be able to
identify gender better than just by analyzing the name with natural language processing.

14



Chapter 5

Activity Diagrams and Risk Analysis

5.1 Activity Diagram
The activity Diagram below shows how our project will be used.

Figure 5.1: Activity Diagram
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5.2 Risk Analysis

Figure 5.2 Risk Analysis

Our biggest roadblock this entire project has been our lack of knowledge. Going into this

year with more background knowledge about how to setup a project like this would have

saved us a significant amount of time, and we would have been able to expand our

project scope to include more features
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Chapter 6

Technologies Used

6.1 React

React is the frontend JavaScript-based framework.

6.2 Django

Django is the backend Python-based framework.

6.3 SerpAPI

SerpAPI is a free, third-party API (Application Programming Interface) used to procure

image results from Google Images from a user query.

6.4 DeepFace API

6.4.1 Overview

DeepFace API is an open source API that can be used to analyze faces and return gender

and ethnicity predictions along with confidence values

6.4.2 System Description

DeepFace utilized a hybrid model approach to find its prediction and confidence models.

This means that multiple models were used and each was given a certain weight. Overall

all of the models utilized the same four steps. These steps are detection, alignment,

representation, and verification.

The detection phase is simply located where in a particular photo the face is. This is

usually done through identifying features in the face like eyes, nose, mouth, or ears. The
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face is sent to the alignment where the face is altered so that it is facing directly up and

down and not at an angle.

The representation usually consists of a convolutional neural network which represents

the face in a more digestible format for the computer. These neural networks will apply

certain filters to the photos that emphasize certain features in the photo such as edges.

They also break down the image into smaller files to increase run time.

The neural network’s output is then sent to the verification stage where it is compared

against a set of known photos. There are data sets for each of the ethnicities and genders

and it is determined which groups the target photo is closest to. This is how the prediction

is made and based on that similarity the confidence can be calculated.

6.5 GitHub

GitHub is a version control application used to track our software development.

18



Chapter 7

System Architecture

The original architecture of our system relied on two separate APIs to satisfy our

requirements. The first API was Amazon Web Services (AWS) Rekognition which would

generate the gender and confidence from a user query being saved in an AWS S3 Storage

Bucket. From there, ClarifAI would return the ethnicity and confidence back to the API.

While this worked, it wasn't ideal for two reasons. For one, it was quite slow waiting for

two different APIs and having them analyze a face two separate times. Additionally, it led

to a lot of problems if one API would fail, we would have an incomplete answer for the

DEI toolkit. With those two problems, we decided to look elsewhere and that’s where our

final architecture comes.

Figure 7.1: Original Architecture
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The final system is built to be a centralized API (Application Programming Interface)

that interacts with two other APIs: SerpAPI (represented by Google Image Search API)

and DeepFace. Once our project receives a user query, we send a GET request to the

Google Image Search API to get the first result from a Google Image search. From there,

we send another GET request to the DeepFace API to get the race and gender predictions

using that image as a parameter. Finally, our system would send those results back to the

DEI Toolkit.

Figure 7.2: Final Architecture
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Chapter 8

Design Rationale

8.1 User Interface

We decided to design our user interface with simplicity in mind for the goal of presenting

the project during Senior Design. Originally, we planned to create an entirely backend

service that would connect to the DEI Toolkit and abstract all the details of

implementation. However, we realized having an interactive user interface that people

could see would be a better way to showcase our work throughout the year. With that, our

user interface is a simple textbox for a user to enter a query and click the submit button.

From there, our user interface will show the picture that was obtained from the Google

Search API along with the gender and ethnicity predictions from DeepFace.

8.2 Technology

We chose to use React for our frontend due to its simplicity. We were all familiar with

React from other previous projects and felt it had all the specifications we were looking

for. Additionally it was easy to connect with our Django backend which was a key aspect

for this system.

Django was chosen as our backend for one reason: it was able to connect with

DeepFace which is Python based. We originally built our backend using NodeJS and

Express which are JavaScript based backend frameworks. While this worked, it was

unable to connect with DeepFace and ultimately had to be rewritten for Django.

SerpAPI was chosen as it was an easy to use API for obtaining image results from

Google Images. We originally thought of building our web-scraper to get these images;

while this was an idea that would have worked, it was deemed to be too time consuming

and thus using a pre-existing API was chosen. Additionally, since SerpAPI was free to

use, it made the choice that much easier than other alternatives.
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DeepFace was chosen as it was able to predict both gender and ethnicity based on

computer vision. We looked at other face analysis APIs and none were able to give us

both those characteristics. For example, major tech companies such as Google, Amazon,

and Microsoft do not have ethnicity prediction capabilities due to ethical considerations.

We started using Amazon’s Rekognition service, but soon realized it was incomplete with

our functional requirements.

GitHub was used for two reasons: our familiarity and its capabilities. All group

members have used GitHub for other projects in the past and are familiar with its inner

workings. Additionally, GitHub has great capabilities for tracking software development,

testing, and code reviews: all important aspects for our Senior Design project and our

pursuits of being Software Engineers.
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Chapter 9

Test Plan

9.1 Unit Testing

We completed unit testing throughout our development testing each modular aspect of

our code. Once a module was created, such as integrating SerpAPI, we would create unit

tests to ensure each functional requirement worked properly. This usually would involve

mocking different services to ensure each service worked independently and could be

integrated into the entire system without faults.

9.2 Integration Testing

Unfortunately, we had to adjust priorities of our Senior Design project due to time

constraints from learning new technologies and the persistent bugs. This adjustment led

to focusing on creating a solid API that would eventually be integrated into the DEI

Toolkit. This future work would be straightforward due to our good software engineering

principles we implemented with this system.
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Chapter 10

Description of System Implementation
Once the system is booted up, users are presented with a blank textbox and a submit

button for queries. Once the user enters a query and clicks submit, the submit button will

become disabled thus letting the user know our system is working to find the image of the

desired query and analyzing it. Once the analysis is done, the user will be presented with

the text of their query, image, and gender and ethnicity predictions. The user could then

enter another query and the process would repeat.

Figure 10.1: Welcome Screen
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Figure 10.2: User enters query

Figure 10.3: User submits query and button becomes disabled and says “Loading”
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Figure 10.4: User query, image, gender and ethnicity predictions are shown
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Chapter 11

Social Implications

11.1 Ethical

The Ethical ramifications of our project were a prominent part of discussions when

deciding what we should do and how we should move forward. The use of facial

recognition software, and specifically racial detection with facial recognition has been

met with criticism and mistrust in recent years. One thing we noticed while attempting to

find the most effective facial recognition software was that major machine tech

companies (eg. Microsoft, Google, Amazon, Facebook) no longer provided race detection

in their facial recognition software. Many of the companies had made statements about

how they originally had the feature, but eventually removed it, as a result of backlash, or

ethical introspection. This was the first major red flag for us, as our project was rooted in

race detection from facial recognition.

After further research, we discovered and learned more about how facial

recognition had been used to discriminate against a multitude of ethnic groups and

minorities.

As a group we understand how race detection in facial recognition software can

be used. It is employed for law enforcement surveillance, airport passenger screening,

and employment and housing decisions. Despite widespread adoption, face recognition

was recently banned for use by police and local agencies in several cities, including

Boston and San Francisco. Why? Of the dominant biometrics in use (fingerprint, iris,

palm, voice, and face), face recognition is the least accurate and is rife with privacy

concerns.

We acknowledge that our project implements facial recognition and race

detection, but our end goal is to foster diversity, not to foster discrimination. This is why

we felt it was appropriate to use racial detection software. The tool may be used for

unjust causes, but the tool itself is not inherently unjust.
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11.2 Social
Through this project, we aim to help minorities and marginalized groups become more

heard. Newsrooms will be able to pinpoint exactly where they are primarily getting their

sources, and as a result, will be able to tackle social issues facing these marginalized and

minority groups, not usually heard from.

11.3 Political

Another large impact our project could have is to tackle the misrepresentation of political

views of many of these minority and marginalized groups. By hearing more about their

stories, people may shift their own political views.

11.4 Economic

This project is available for any newsroom, big or small, to use, so the economic

ramifications in regards to the newsroom are minimal. In regards to society, many of the

socio economic issues facing our population will be more likely to come to light and be

more evident as a result of our project.

11.5 Health and Safety

Our project is easy and safe to use. There are no health or safety implications of using

this project on your device. Any risk would be of simply using the device.

11.6 Manufacturability

This project follows industry standard technology, and is simple to install, use, and

maintain.

11.7 Sustainability

This project will remain useful while journalists source their news. Journalists moving

forward will be more cognizant of their sources and where they’re coming from.
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11.8 Environmental Impact

The environmental impact of our app is no greater than the already existing

environmental impact of running the devices journalists use, so there is a slim

environmental impact.

11.9 Usability
Our project is very simple and easy to use. The functionality is intuitive and follows

standard UI/UX design principles so that the user can apply previous intuition and

knowledge to easily make progress.
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Chapter 12

Difficulties Encountered and Lessons Learned

12.1 Difficulties
Throughout this project, we faced many different difficulties. First was determining the

scope of our project. For the year, our initial goal was to create our system and to also

implement our system with the existing DEI toolkit. After consultation with our advisor,

we deemed that was out of our scope and that we should focus primarily on the

construction and completion of our own system.

Our next significant road-bump was testing different facial recognition

technologies. For V1 of our project, we used Amazon Rekognition facial recognition

software for our gender detection and a ClarifAI for the race detection. This was difficult

because using two APIs at once, along with making sure both worked at the same time,

was inconsistent. We also tested many different APIs, but many of them either were

difficult to implement, or were much less accurate.

SerpAPI was also a difficulty because there were not an unlimited amount of free

uses. We were constrained to 100 free google searches, so our testing capabilities were

significantly hamstrung, as we were only able to test 100 times total throughout the year.

Finding the right UI was also a minor difficulty, as many of the different ideas we

had were either too busy, too simple, or difficult to look at for a long period of time.

12.2 Lessons Learned
Some of the lessons we learned throughout this design process were the necessity to

communicate openly and freely with our team, make sure to set goals and deadlines,

along with sticking to said goals and deadlines, and making outlines of what we need to

code, and taking a modular approach to it.

In terms of communication, we found we were able to more effectively meet

deadlines and goals when we were texting frequently and keeping in touch about what we

were currently doing, and what needed to be done soon.
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In terms of setting deadlines, we had many weeks where there were no set

deadlines, and general progress was being made much slower than usual. Once we set

deadlines for ourselves, regardless of advisor, we were able to more effectively and

efficiently finish our work.

And finally, in terms of outlining what we need to code, computer science projects are

often difficult to split up. Much of it can be done by one person who has the best

expertise if they write one large monolithic file of code. But we realized the best way to

move forward with working on this project was to split up the project into modules, so

that we could work on it together most efficiently.
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Chapter 13

Future Work
Moving forward, we would like to merge the system we created with the DEI toolkit. In

practice, there is no UI for our project, but instead simply a backend, where we would

receive a name from the DEI toolkit, and process it and return a result, like our project

does currently. But instead of displaying the result on a page, we would simply return the

result back to the DEI toolkit where it could store the data in a database and display the

data to its users.

We would also like to potentially add age as a diversity metric. Age is something

that cannot be determined simply from a name, and an image can do well to predict one’s

age. Many of these facial detection technologies predict the ages of the image

successfully and consistently
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Appendix A

Installation Guide

A.1 Getting code from GitHub
Clone the repository and change to that directory in your local environment

git clone https://github.com/carlosm11j/seniordesign.git
cd seniordesign

A.2 Installing Dependencies
Next you will have to install all the necessary dependencies for Django to run properly

pip install google-search-results
pip install deepface

A.3 Running System
Finally, we will start both the frontend and the backend

cd frontend
npm start

Open a new terminal window and run

cd env/seniordesign
python manage.py runserver
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