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Brilliance Bias in GPT-3

Ashley Troske
Edith Gonzalez
Nicole Lawson

Department of Computer Science & Engineering
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June 9, 2022

ABSTRACT

Language has a profound impact on how we perceive the world. With GPT- 3’s rise in popularity, present in 300
applications averaging 4.5 billion words per day, it is critical for us as programmers to identify and correct biases in its
generations. A variety of biases have been identified in generative language models, spanning biases based on gender,
race, and religion. Our project pioneers the study of the Brilliance Bias for generative models. This implicit, yet
powerful bias imposes the idea of “brilliance” being a male trait and in turn, sets back women’s achievements starting
as young as 5-7 years. Our analysis reveals the presence of substantial Brilliance Bias in GPT-3 generations of stories.
To address this challenge, we present Brilliance-Equalizer which can be utilized in conjunction with any generative
model to counter the presence of the Brilliance Bias.

��������������������������	�������������������
���������



Table of Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Our Solution: Brilliance Equalizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Methodology 4

2.1 Selecting Prompts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Selecting Female and Male Lead Names . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 GPT-3 Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Word Selection for Cosine Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5 Testing Bias Metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Results 7

3.1 Cosine Similarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Cohen’s D Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.3 Paired-T Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.5 Brilliance Bias in Word Embeddings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

4 Gender Neutral Wrapper 11

4.1 Brilliance Equalizer Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 Text Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

4.2.1 Flipping Names . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2.2 Gendered Words and Family Associations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.2.3 Pronouns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2.4 Brilliance Equalizer Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4.3 Results and Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

5 Societal Issues 15

5.1 Ethics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.1.1 Ethical Justification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.1.2 The Character of an Engineer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.1.3 Ethical Pitfalls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

5.2 Science, Technology, and Society . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.3 Civic Engagement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.4 Sustainability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

6 Discussion and Conclusion 18

6.1 Findings Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

iv

��������������������������	�������������������
���������



List of Figures

2.1 Full list of achievement, trait, and extreme achievement prompts. Prompts are numbered and corre-
spond to prompt numbers on Figure 2 and Figure 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Final list of names used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.1 Cosine similarity to brilliant on all prompts (See Figure 1 for corresponding prompts). Men averaged
higher cosine score on 20 out of 22 prompts in comparison to the word brilliant. . . . . . . . . . . . 8

3.2 Cosine similarity to genius on all prompts (See Figure 1 for mapping prompts numbers to the corre-
sponding prompts). Prompts with male characters averaged a higher cosine score on all 22 prompts. . 9

4.1 Brilliance-Equalizer takes input prompt and inverts all gendered names and words to the opposite sex
or a gender neutral alternative; the process is reversed after GPT-3 generates a response . . . . . . . . 11

4.2 Applying BE shows to substantially reduce brilliance bias in Female-lead stories. . . . . . . . . . . . 14

v

��������������������������	�������������������
���������



Chapter 1

Introduction

1.1 Motivation

The Brilliance Bias is an implicit but powerful bias that imposes the idea that intellectual “brilliance” is a male trait1

and in turn, sets back women’s achievements starting as young as 5-7 years (2). Some fields are thought to require

intellectual brilliance while others are believed to call for other traits, such as empathy or hard work (20). Women

are discouraged from pursuing careers that call for brilliance (2). Furthermore, women are less likely to apply or be

referred to jobs that portray a need for brilliance (2). Brilliance bias is leading to female under-representation in fields

like computer science, physics and philosophy (20).

GPT-3’s latest reporting shows its used in 300 applications, generating an average of 4.5 billion words per day

(25). Due to their extensive training on (exceptionally) large volumes of internet data, models such as GPT-3 represent

our collective unconsciousness, which captures prejudices and biases (implicit and explicit). Language influences how

we view the world (28). It has been found when stereotypes cycle through multiple information channels, there is a

higher influence on society(6).

Consequently, the growing presence of GPT-3 is likely to reinforce or even amplify existing biases. AI ethicist

Timnit Gebru states that GPT-3 findings suggest “marginalized groups might experience misrepresentation if the tech-

nologies become widespread in society” (18). Unchecked, the continual integration of models that exhibit brilliance

bias (and other biases) into commercial products can inadvertently cause substantial societal damage, and even undo

progress on inclusiveness.

We investigated the presence of Brilliance Bias in GPT-3 generation of stories by comparing the stories made with

GPT-3 when prompted with brilliance-related text with male versus female characters.
1Even subtle phrasings of words can unconsciously lead to bias. A study by Chestnut et al. (9) reveals that a relatively harmless phrase, such as

“girls are as good as boys at math” can perpetuate the brilliance bias. In this case, the harm of the statement comes from its implication that being
good at math is more common or natural for boys than girls.

1
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1.2 Related Works

While studies have focused on quantifying and mitigating biases like gender, race, and religion (32; 4; 21) in generative

language models, brilliance bias has not yet been analyzed in the context of generative text models.

Brilliance bias a↵ects the distribution of men and women in various disciplines (2; 20). A study conducted on

children between the ages of 5-7 showed that during these 3 years, children develop the start of brilliance bias (2). At

5, girls are still more-likely to associate being brilliant with their own gender but at age 6 & 7 associate it less with

themselves compared to boys (2). Similarly, representing stereotypical association of traits, girls associated “nice”

more often with their gender at ages 6-7 compared to at age 5 (2).

In fields that carry the notion of requiring “raw talent”, such as Computer Science, Philosophy, Economics, and

Physics, there are fewer women with Ph.D.’s compared to other disciplines such as History, Psychology, Biology and

Neuroscience (20). Analyzing films, (12) found that films represent brilliance as a male trait (13). Due to a “brilliance-

required” bias in some fields, women “may find the academic fields that emphasize such talent to be inhospitable” (20).

As a result, this hinders the inclusion of women in those fields.

This issue of brilliance bias has consequences beyond fairness and equality, but also hinders economic develop-

ment. Gender-diverse teams have been shown to perform better than homogeneous ones, and have greater financial

success (16). Furthermore, this bias hurts individuals from developing, closing the door on opportunities to discover

their potential for high achievements.

Studies on the GPT-3 model have revealed biased gendered associations of occupations, sentiment toward race, and

co-occurrence of words toward di↵erent religions (5; 21; 3). For example, men were more likely to be a ‘detective’

or endure physically rigorous labor compared to women, who were more associated with the roles ‘midwife’ or

‘receptionist’(5). Similar research on gender bias in the model BERT showed greater male than female a�liation

to stereotypical occupations like ‘firefighter’ and ’conductor’(1). Sheng et al.(29), has focused on biases in multiple

models including BERT and GPT-2, across gender, race, and sexual orientation in the context of di↵erent occupations.

Huang et al.(17) further explore biased sentiment in language models on a variety of sensitive topics including country,

occupation, and gender.

Other works such as Nadeem et al. (23) have focused on developing a dataset for researchers working on language

models to measure bias in gender, profession, race, and religion. In addition, studies have evaluated the harmful e↵ects

of gender and racial biases in NLP (4).

1.3 Problem Statement

Machine learning models are only as good as the data they are fed and then analyzed. GPT-3 language model took

over 60 million domains to learn which succeeding words, phrases and sentences are likely to come next for any given

2
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input word or phrase. It is currently used in over 300 applications from chat bots, search engines, marketing, and

even story generating. Gender bias is apparent in the GPT-3 language model, as its training data reflects the bias of

the internet, and more broadly, those who created it. GPT-3 have surfaced their concerns with the algorithmic bias

present, but have yet to proactively pursue equitable performance.

Research has been done that confirms GPT-3 has some bias. Our project will continue this research by detecting

brilliance bias in GPT-3. The brilliance bias hurts women in hiring, education (20), enforces imposter syndrome,

among other things (11). As GPT-3 applications become more popular, auto-generated texts that favor men will

enforce these same biases that are already heavily impact women in our society today.

1.4 Our Solution: Brilliance Equalizer

In our work, we initiate the study of brilliance bias in generative language models, looking specifically at GPT-3. Our

proposal is to create a wrapper that will process the inputted text for GPT-3 and the output generated to be gender

neutral. This is done by detecting gendered words that can generate bias (e.g. woman, her, she, etc.). Furthermore,

the proposed wrapper, Brilliance-Equalizer (BE), should be used in generative models extending beyond OpenAI’s

models. The Brilliance-Equalizer demonstrates a significant improvement in reducing brilliance bias for GPT-3’s

stories.

3
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Chapter 2

Methodology

2.1 Selecting Prompts

To produce creative generations in GPT-3 that address brilliance, we developed three sets of prompts. All prompts

follow a similar form, consisting of a name followed by either an achievement, trait, or an extreme achievement. The

achievement prompts describe the person in the prompt as either a professor, researcher, or scholar who is internation-

ally renowned, top, or world-leading. The second category, traits, connects the names with either having one of four

following traits: genius, brilliant, brainiac, or super-smart, that have been previously used to analyze the brilliance

bias (31). Lastly, to test prompts that indicate more extreme levels of brilliance, such as winning a Nobel Prize, we

tested nine di↵erent extreme achievement prompts. In total, we created 22 prompts to use with various names (name

selection is discussed below) to give to GPT-3.

2.2 Selecting Female and Male Lead Names

Our analysis shows that using names (“Maria is a top researcher in her field”) in prompts triggered GPT-3 to better

build up stories. By contrast, when using pronouns (“She is a top researcher in her field”), generations lack continuity,

cohesion, and focus. An example of a typical outcome with a pronoun rather than name (prompt is bolded): “She was

a top researcher in her field too. She worked at Brown University and even received an award before she . . . went all

Figure 2.1: Full list of achievement, trait, and extreme achievement prompts. Prompts are numbered and correspond
to prompt numbers on Figure 2 and Figure 3

4
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Figure 2.2: Final list of names used

batty.” Drained, Henry sat back. Kostik had mentioned the mental ward, but hadn’t said anything else. ”I was dating

someone else at the time and thought she was cute and quirky. When she started obsessing over the Noah’s Ark tablet,

I (Flagged as containing sensitive content by GPT-3)”

Newman et al. (24) conducted a survey on 383 popular names in the United States and analyzed their perceived

competence, warmth, gender, and age. To generate our list of names, we categorized the names by their perceived age

range (12-17, 18-24, 25-34, 35-44, and 45-54), and then sorted by competence level. We chose four names from each

age group category— two male names, one with the highest competence and one with the lowest competence, and

likewise for the female names.

We observed that some of the names were perceived as gender neutral by GPT-3, causing it to flip their intended

pronouns in the output generations. To reduce non gender-deterministic names, we applied three criteria. First the

perceived gender for each name should match the gender result on Gender API. 1 We then check if the name is labeled

as unisex on wiki. Next, we analyze GPT-3 outputs, looking at a subset of generations that changed the dominate

gender of the GPT-3 output based on if � 0.75 (21) of the pronouns were the intended name’s opposite gender. If

 3 of the generations altered the gender, we kept the name. We analyzed the generations of all the selected 22

prompts. Names that were gender ambiguous according to these criteria were omitted. Further refinement in selecting

deterministic gendered names is worth exploring.

20 names were selected (see supplementary material, Table 1, 10 female and 10 male. Each prompt from Table 1

was run on all 20 names, five times per name, a total of 100 generations per prompt. This gave us 2,200 prompts to

test.
1https://genderize.io/

5
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2.3 GPT-3 Settings

In GPT-3 we used the Davinci engine with a temperature of 0.9 and a response max length of 80. Davinci is GPT-3’s

one of Open-AI’s most advanced engines and is the best at creative, cohesive content generation. Temperature is the

randomness control for generations, from more deterministic to more creative, 0 to 0.9 respectively. We found if a

response length was too long, GPT-3 tends to get o↵ topic. As a result, we kept the max response length to 80 tokens,

which produces small paragraphs.

2.4 Word Selection for Cosine Similarity

We selected the word brilliant as a comparison for assessing the amount of brilliance in GPT-3 generation. We also

consider other words related to brilliance bias, based on the work of (31), namely: super smart, smart, brainiac, and

genius. Comparing brilliant to super smart, we get cosine similarity 0.231. Comparing brilliant to smart yields cosine

similarity of 0.395, and to brainiac gives 0.216. The comparison between brilliant and genius yields the highest

similarity, of 0.568. Since genius has substantially higher similarity than the other terms, we also compare generations

to this word.

2.5 Testing Bias Metric

To test that Brilliance Bias is present we use two metrics: Cosine Similarity, Cohen’s D analysis, and the Paired-T test.

The first metric, Cosine Similarity measures the cosine of the angle between the two vectors. To prove brilliance bias

exists, we go ahead and evaluate every word in the generation to genius and brilliant. We ran our analysis on the 2,200

generations, ensuring that the prompts are not considered in our evaluation as it could skew our data.

Using the results of Cosine Similarity on the 22 prompts when compared against the words brilliant and genius,

we use Cohen’s D Analysis to determine the e↵ect size. We used statistics packages in python to help find the standard

deviation and mean to reveal the e↵ect size between the male and female generations.

Similar to our Cohen’s D analysis we use the results of Cosine Similarity to calculate the Paired-T values. The

Paired T test is used to test statistical di↵erences between two conditions or a matched pair. For this analysis we used

a python library that gave us the p-value (two-tail)2. A lower p-value indicates that the means of cosine similiarity

between men and women are more significantly di↵erent.

2https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.ttestrel.html

6
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Chapter 3

Results

3.1 Cosine Similarity

To analyze brilliance bias in GPT-3, we look at cosine similarity of the generations to the words genius and brilliant.

Male name prompts in GPT-3 lead to stories that reflect a higher level of intellect. When comparing the average cosine

similarity of generations to genius, it is larger for all 22 generations for male-lead characters, as seen in Figure 3.1.

The average cosine similarity with genius is higher for male, 0.0760, compared to female, 0.0684 (di↵ = 0.0067). 20

of the 22 prompts tested against brilliant had a higher cosine similarity for male compare to female as seen in figure

3.2. The average cosine similarity with brilliant is also higher for male, 0.0777, compared to female, 0.0733 (di↵ =

0.0046).

3.2 Cohen’s D Analysis

The Cohen’s-D value measures the e↵ect size between two groups. A common interpretation of Cohen’s-D is to use

the e↵ect sizes, small: d=0.2, medium: 0.5, and large = 0.8 (19). Our results indicate that across all 22 prompts we

tested, the Cohen’s-D average value for brilliant is 0.275 and for genius it is 0.531, as seen in Table 3.1.

3.3 Paired-T Test

Looking at the dependent Paired-T test, we also see greater significance when using the word genius. The Paired-T

test*** gives a t-value and p-value (two-tail) of 5.139/4.316e-05 for brilliant compared to 8.631/2.387e-08 for genius

as seen in Table 3.1. Brilliant has a small-medium e↵ect, while genius has a medium e↵ect.

Metric brilliant genius

Cohen’s-D 0.275 0.531
t 5.139 8.631
P-value (two-tail) 4.316e-05 2.387e-08

Table 3.1: Cohen’s-D and Paired-T Test Metrics

7
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Figure 3.1: Cosine similarity to brilliant on all prompts (See Figure 1 for corresponding prompts). Men averaged
higher cosine score on 20 out of 22 prompts in comparison to the word brilliant.

3.4 Analysis

The notable di↵erences between the two comparison words suggests that genius provides a clearer representation

for evaluating brilliance bias. Across all prompts seen in graphs 3.2 and 3.1 there is a consistent higher brilliance-

association to male characters. Prompts that reveal the greatest degree of brilliance bias are: “international scholar”

(prompt 3), “brilliant” (prompt 11), “super-smart” (prompt 13), and “startups having an IPO” (prompt 21) (see 2.2 and

figure 3.2 and 3.1).

Of all comparisons, prompt “X is super-smart” induced the largest di↵erence between male & female characters

when compared to genius. This is seen in the di↵erence between the male and female cosine similarities in Tables 3.2

& 3.1.

In a few instances to brilliant, some stories had very close similarities between male and female-led stories, such

as solving climate change (prompt 14) and publishing groundbreaking research (prompt 17) (2.2). In a few stories

compared to genius, some similarities were very slightly higher for the female character, such as “X is a genius“

(prompt 12) and solving climate change (prompt 14) (Table 2.2).

3.5 Brilliance Bias in Word Embeddings

It is standard methodology to use word-embeddings to evaluate similarity of text with the cosine similarity metric

(21). We discovered that word-embeddings themselves exhibit brilliance bias. We specifically evaluate the word-

embeddings cosine similarity to brilliance and genius. Other forms of gender bias in word-embeddings have been

8
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Figure 3.2: Cosine similarity to genius on all prompts (See Figure 1 for mapping prompts numbers to the corresponding
prompts). Prompts with male characters averaged a higher cosine score on all 22 prompts.

Embedding Female Average Male Average
GENSIM 0.06136 0.13116
SPACY 0.17169 0.20766

Table 3.2: Comparing Word-Embedding of Nouns/Pronouns to ‘brilliant’ using Cosine Similarity

Embedding Female Average Male Average
GENSIM 0.05013 0.15808
SPACY 0.20453 0.29889

Table 3.3: Comparing Word-Embedding of Nouns/Pronouns to ‘genius’ using Cosine Similarity

9
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previously observed (8), yet brilliance bias specifically has not been reported.

We analyze two common o↵-the-shelf open source NLP word embeddings: Spacy (15) and Gensim (27). SPACY

is one of the fastest NLP parsers with state-of-the-art performance in various sentiment tasks (10). GENSIM is popular

across di↵erent NLP applications such as sentiment analysis (21)

We test the cosine similarity on 1) 186 female and 186 male names taken from the Social Security Database we

use in our study, and 2) the words she, woman, girl, compared to he, man, and boy. The averages of the results of

female vs. male nouns and pronouns are seen in Tables 3.2 and 3.3. Both SPACY and GENSIM show a substantially

higher cosine similarity to brilliant and genius for masculine names and terms.

While OpenAI released new Word-Embeddings, we discovered some surprising behaviour that precluded us from

including it in the analysis. OpenAI’s word-embeddings show a high cosine similarity to stop words (Tested on gender-

neutral stop words ’for’, ’as’, ’is’, ’the’, ’of’, ’at’, ’if’, ’or’, ’and’, and ’but’) to the terms brilliant (0.73733) and genius

(0.78568). For brilliant, female names have a similarity of 0.75896, and male names show a similarity of 0.77346.

The results for genius are 0.80701, and 0.82645 for female and male names, respectively.
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Chapter 4

Gender Neutral Wrapper

4.1 Brilliance Equalizer Overview

Our analysis finds GPT-3 exhibits brilliance bias against women. As a solution to this problem, we create a wrapper,

Brilliance-Equalizer (BE), that can be used in conjunction with generative language models to neutralize the brilliance

bias. Here we focus on applying BE to the GPT-3 API. BE was designed to allow individuals & companies to utilize

GPT-3 while eliminating or greatly reducing its propensity for brilliance bias against women.

BE inverts and neutralizes gendered language. This is done before the prompt is fed into GPT-3, as well as after

GPT-3 creates its generation. The pre- and post-processing were handled through a similar process shown in figure

4.1. We first tokenize the input/output to analyze each word. We then process the tokens on a series of tests that check

names, pronouns, and gendered words. We identify words that are family associations, jobs, and titles to convert their

gender or neutralize if there’s a neutral form. We convert words based on a gendered-list

We applied pre-processing to drop duplicate entries & add entries for gendered words that were mapped to in the

list, but did not have their own entry (ex. ’mom’ mapping to ’dad’, but ’dad’ not having it’s own entry mapping to

’mom’). Furthermore, we create our own dataset of jobs and titles (see supplementary material) to cover more words.

Figure 4.1: Brilliance-Equalizer takes input prompt and inverts all gendered names and words to the opposite sex or a
gender neutral alternative; the process is reversed after GPT-3 generates a response
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4.2 Text Processing

As we mentioned in the previous section, the Brilliance Equalizer processes the text before and after GPT-3 creates a

generation. This section will break down how BE tests for gendered words, pronouns, and names.

4.2.1 Flipping Names

To change the gender of the original inputted name we utilize a name gender guessers packages to determine whether

it is female or male. We investigated multiple python packages for this purpose. The packages we tested were Gender-

Guesser, Chicksexer, and Genderize.io. To evaluate the packages we entered our lists of names and analyzed their

outputs and training data.

We found that the Genderize.io API1 fit our needs best. We chose this package because it was trained on names

from all around the world and they were transparent in the origins and ethnicities of those names. Their package also

gave many useful outputs such as their classification certainty, and a count of how many rows of data were used to

classify the given name. Lastly, when using an uncommon name (i.e. Time, Light) Genderize.io rendered a result

while Gender-Guesser returned unknown. Once the gender of lead character’s name is determined, we switch that

name to one of the opposite sex. BE selects a random name based on 10 female/male used in the prompts (see Section

3.2). This was because we were aware that these names give a brilliance metric representation that’s fairly accurate.

The limitation of using the names we tested was that it was such a small set of names and did not o↵er any variety.

When it comes to GPT-3’s generations, any names added by GPT-3 (new characters) also need consideration. This

is so the pronouns and gendered words that were inverted would correlate with any characters created by GPT-3. To

check if a word is a name that GPT-3 added, we use the python gender-guesser library2. The gender-guesser library

at times mislabels a non-name word as male or female though. Consequently, if it returns a guess on the gender the

word is further verified using the Social Security database of names (24). If the name is found, it is replaced with an

opposite gendered name from the python names library3.

4.2.2 Gendered Words and Family Associations

Gendered words also needed to be inverted to a gendered opposite or neutralized. Gendered words were flipped

according to the gendered-list and supplemented lists. However, the gendered list was not a comprehensive list of all

gendered words, especially family associations.

Some family associations like ‘mama’, or ‘mum’ were not included in the larger gendered words list. To fix this,

Brilliance-Equalizer uses an open-source GitHub package called WordHoard, which is trained with the NLTK to find

synonyms and antonyms for a given word. If a word is found to be a family association or synonym of a family
1https://genderize.io/
2https://pypi.org/project/gender-guesser/
3https://pypi.org/project/names/
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association then the word is checked against a gendered word list4. If the word is found in the gendered list, its

mapping is used. If the word is found but marked as neutral we use similarity and Gensim’s word embeddings. If

the cosine similarity with ‘she’ or ‘he’ is greater than 0.2 we flip its gender (how do we flip). If the word is not a

family word it was then checked against a small list of titles like ‘Mrs.’, ‘Miss.’, ‘Ms.’, or ‘Mr.’ and gender-flipped

accordingly. If the word did not fall in either of the last two categories, the word could be a pronoun, job, title, or

another name. We also created custom lists for gendered titles, such as lady, king, and bachelor.

4.2.3 Pronouns

Pronouns were switched to ensure the gender inputted by the user and gender outputted by GPT-3 were consistent with

the context of the sentence. For this, the NLTK Part of Speech (POS) tagger was used. One of the challenges with

flipping a pronoun is in cases that rely on the token that follow it, such as when flipping ”her” to ”him” or ”his” and

flipping ”his” to ”her” or ”her’s”. To flip ”her” we check if the following token is a noun, adjective, or verb. To flip

”his” we check if the following token is an adjective or noun. We explore ideas for how to further improve flipping

pronouns in future work.

4.2.4 Brilliance Equalizer Example

The original prompt was “Marcia is an international-renowned professor.” Applying BE before we input it into GPT-3:

Nicholas is an international-renowned professor

GPT-3’s generation:

Nicholas is an international-renowned professor, speaker, and author on the subject. As a young man,

Dr. Nicholas began his career as a well-known and highly regarded financial coach. In 1995, after Dr.

Nicholas’s uncle died of cancer, he began helping his aunt, a retired nurse, care for her brother. This

experience in helping his uncle helped Dr. Nicholas recognize the important role that

BE applied on output to revert to original name & gender:

Marcia is an international-renowned professor, speaker, and authoress on the subject. As a young

person, dr. Marcia began her career as a well-known and highly regarded financial coach. In 1995, after

dr. Marcia’s aunt died of cancer, she began helping her uncle, a retired nurse, care for his sister. This

experience in helping her aunt helped dr. Marcia recognize the important role that

4https://github.com/ecmonsen/genderedwords
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Figure 4.2: Applying BE shows to substantially reduce brilliance bias in Female-lead stories.

4.3 Results and Analysis

We created a new dataset using BE to access GPT-3. For our analysis we use the same list of names and prompts

with a total of 2200 new generations. Our analysis shows that using BE with GTP-3 reduces brilliance bias. With

BE, female-led stories have higher cosine similarities to both brilliant (avg = 0.0777) and genius (avg = 0.0744).

Interestingly, our results show male associations increase as well for brilliant (0.0817) and genius (0.0801).

Running Cohen’s-D analysis for brilliant yielded d=0.2541 and for genius d=0.4319 - both of which are lower

than the results for GPT-3’s generations without BE (see Section 3.2). Paired T-Test (DF=21) shows improvement

for brilliant (P-value (two-tail) = 1.37881e-05, |t| = 5.62932) and genius (P-value (two-tail) = 6.97844e-08 and |t| =

8.08286). We believe that the remaining brilliance bias is due, in part, to brilliance bias in word-embeddings, which

we discussed Section 3.5.
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Chapter 5

Societal Issues

5.1 Ethics

Our project is centered around the idea of leveraging a biased system to create unbiased outcomes. The Brilliance

Equalizer is a novel solution to accessing generative language models that are trained on data biased towards majority

groups. However, the wrapper still requires some work and does not come close to de-biasing all outputs from GPT-3

or any generative model of that nature.

5.1.1 Ethical Justification

The use of language in our society has a significant impact on how people see the world. When biases are allowed to

repeat, it allows for the mistreatment of individuals and reinforces oppressive systems. These two concepts led us to

learn about and help mitigate the gender bias present in GPT-3. We choose specifically GPT-3 because of its advanced

generative text technology and its increased use in applications. Brilliance Bias itself, as previously mentioned, has

harmful implications for women and girls, that sets them back in academic pursuits. Generative text models have

the potential to worsen this bias by generating mass amounts of biased texts. We believe that gender should not be a

determinant for success, and the repetition of bias in generative texts is harmful. This is our inspiration for highlighting

current biases and developing the Brilliance Equalizer.

5.1.2 The Character of an Engineer

As an engineer at Santa Clara University, we are taught not only to be good engineers but to be ethical engineers. This

means doing what is right as our work has the potential to impact a large number of people. Our project has taught

us there are ways to leverage our engineering skills to analyze inequalities in the world around us as well as develop

solutions to alleviate them. The first guiding principle in the IEEE Code of Ethics for Computer Science is to keep in

mind the public and act consistently in the public’s interest (14). While designing the Brilliance Equalizer, we kept its

potential application and impact in mind.
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5.1.3 Ethical Pitfalls

Although the Brilliance Equalizer did help mitigate some of the brilliance bias found in GPT-3, there is still room for

improvement and further directions of work. We found that there is a fundamental bias in word embeddings, which is

the current standard for analyzing word similarities. For our project, we solely focused on binary genders and ignored

non-binary and gender-neutral bias. Brilliance Equalizer works by inverting the gender and neutralizing pronouns

when possible. Consequently, it does not address non-binary genders or other biases, such as racial groups.

5.2 Science, Technology, and Society

We focused our project on a very narrow aspect of bias in generative text models. By focusing on gender bias,

specifically the brilliance bias, we aimed to bring attention to how an implicit social bias is embedded in not only

society but software programs. We hope, that our project helps reduce brilliance bias in generative text, ultimately

helping to reduce its harmful reproduction. This could have a consequence of changing language as we know it. Our

project poses the question of, what does language look like that does not have any bias? It is also important to consider

some potential consequences of BE. Even though BE might help alleviate some brilliance bias, it could potentially in

turn produce or worsen a di↵erent type of bias.

5.3 Civic Engagement

Generative models such as GPT-3 will have a lasting impact on society. In order to publish our application, we would

need to get approval from OpenAI. This step that they take helps to reduce the number of public applications that

produce harmful content. This does not stop individuals from abusing the GPT-3 API or that the outputs in approved

applications do not contain bias. Another step that OpenAI has taken is to flag generations that use harmful language.

However, most generations we produced were not flagged, further reiterating that implicit bias is present. By following

Open-AI’s safety guidelines, we have the to potential use BE in an application that uses GPT-3.

In the digital age the quantity of content is prioritized over quality. These generative models make it easy for people

to create mass content without thinking about the consequences. OpenAI has released this technology even though

it can create harmful or o↵ensive output. While, OpenAI has talked about how GPT-3 can be bias or discriminatory,

we believe that the issue is not as talked about as it should be. People will continue to use GPT-3 in toy and large

applications. Ideally we would want to be able to interpret and fix biases within OpenAI’s GPT-3, but BE is an

alternative way to access GPT-3 functionality while being less bias than the generator itself.
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5.4 Sustainability

BE will need continuous refinement and improvement. Developing the technology to be quicker and more inclusive is

ideal for usability reasons. We hope that we can improve the Brilliance Equalizer to be more far reaching and easy to

access (i.e. building a web application).
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Chapter 6

Discussion and Conclusion

This paper initiated brilliance bias analysis in generative models, focusing on GPT-3. Our most notable results are as

follows:

1. GPT-3 exhibits substantial brilliance bias in its generations of stories

2. For studying brilliance bias, genius is a better comparison word for cosine-similarity than the word brilliant

3. Word embeddings themselves exhibit brilliance bias

4. We introduce Brilliance-Equalizer, which can be used in conjunction with any generative language model to

overcomes brilliance bias

6.1 Findings Analysis

GTP-3 exhibits brilliance bias in its generations, creating stories that amplify the brilliance of men, and diminish

the intellect of women. We evaluated stories, promoted with brilliance achievements and traits, which showed a

consistently higher brilliance correlation to generations with male characters. Prompts corresponding to more extreme

intellectual achievements yield greater di↵erences between man and women.

Cohen’s-D analysis shows that comparing a generation to the word genius yeilds a clearer distinction between the

brilliance of female-lead vs. male-lead characters in GPT-3 generated stories. This may be due to the multitude of

meanings a↵ecting vector representation of the term brilliant. Brilliant can be associated with intellect, however, it

has an alternate meaning related to being very bright and radiant (7). In addition to its intellect-focused interpretation,

“She is brilliant” can also mean that the subject in question has a vibrant presence. On the other hand, genius is only

defined as possessing exceptional intellect. Based on this observations and the results of our analysis, we suggest using

the word genius rather than brilliant when analyzing brilliance bias in future work.

To resolve brilliance bias in generative models, we introduce Brilliance-Equalizer (BE). BE processes prompts and

the resulting generations by converting names and gendered-words (job titles, pronouns, etc) to either their opposite
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gender or neutral form. Using BE, GPT-3 stories generated with female leads show much higher brilliance association,

without hurting the brilliance association with male characters.

6.2 Future Work

Our analysis reveals an unexpected problem with a common methodological approach. While cosine similarity with

word-embeddings is the standard method to associate similarities with words, our findings reveal that the word-

embeddings themselves have brilliance bias. This brings to light the need of developing new methodology so that

we would not be measuring brilliance bias with a biased instrument. We note that names and pronouns constitute a

small percent of our data, and consequently have limited impact on the outcomes. Nevertheless, the issue of brilliance

bias in cosine similarity with word-embeddings deserves further attention.

Future work also includes conducting analysis on a wider spectrum of genders, particularly non-binary genders,

as well as studying brilliance bias in a racial context. It is also worthwhile to explore other techniques for overcoming

brilliance bias, such as apply de-biasing methods in the training phase, which has been applied in the context of other

biases (26; 1; 30; 22; 17).

We also want to further fine tune the Brilliance Equalizer. BE currently inverts gendered words to their gen-

dered opposite, but will occasionally miss a word or switch a word unnecessarily. For example in our BE example

(See Section 4.2.4) author became authoress. We aim to use more gender neutral words and expand our wrapper to

accommodate a wider spectrum of genders.

Additional refinement of our Brilliance-Equalizer can help detect more words to gender-neutralize in the text.

Furthermore, BE’s post-processing can be further explored to improve its output formatting, such as capitalizing last

names which python libraries and public datasets showed limitations in accurately identifying.

While our proposed solution helps reduce brilliance bias it is not ideal to need to give GPT-3 a male name to

produce unbiased text. We hope that this work sparks interest in brilliance bias and in generative language models.
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