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1 Abstract

With the rise of low-power processing and the availability of cheap solar, our

project aims to create a low-power sensor network that can gather and report

data with little oversight. The project will use a bluetooth mesh network to

create a generalized solution where the network can start up regardless of the

environment or number of nodes. Our tasks include designing algorithms that

tackle redundancy in the face of node failure, self test and diagnostics, and

power on and off strategies. The project aims to solve the problem of timing

and communication when power is inconsistent and not shared. Our current

task is working on developing the algorithms necessary for the network to

function and communicate information properly.
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3 Chapter 1: Introduction and Motivation

3.1 Background and motivation

The development of smart farming technologies in order to automate the

agricultural industry has been a relatively recent practice. Their real world

applications could result in the increase of crop yields, the improvement of

productivity, and the preservation of existing resources. Low power sensor

network modules for agricultural applications currently require batteries, or

wired connections in order to communicate for long periods of time. This re-

quires a significant amount of infrastructure or replacement of sensors every

few years. The current solution for this type of problem is to have a base

station that communicates with a larger antenna to all of the nodes. Our

project aims to be a cheaper and more sustainable solution without the need

for this large base station which also removes the need to replace the sensors

when the batteries run out.
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Our project will use the new Bluetooth mesh specification for our network.

This specification was only recently released in 2017. Figure 1 shows a graph

model of a Bluetooth mesh network with the different types of nodes avail-

able for use. The relay mode relays messages received in order to extend the

range of other devices. Friends and low-power nodes work together in order

for the low power devices to save energy. Each device can act as multiple

types of nodes; for example nodes can be both relay and friend nodes. A

network structure of this kind can allow for us to prioritize longevity and

resiliency. It is important for us to develop this remote sensing network in

order to respond to disturbances in a meaningful way and in turn optimize

our farming systems.

4 Chapter 2: Project Goals, and Objective

4.1 Problem Statement

Our project goal is to set up a resilient Bluetooth mesh network that is able

to function under the constraints presented by an agricultural setting. The

constraints we are working under are an intermittent power environment. In

order to avoid having batteries which will limit the lifespan of our device,

we are assuming that we only have solar, which means that our power could

be cut quickly at any point. In order to develop the network of Bluetooth

devices, we have created a demo application that includes: a self-diagnosis

7



Figure 1: This image shows the types of nodes present and the graph model
of a mesh network.

strategy which will monitor for evidence of any faults, management of redun-

dant data, a power on and off strategy, and data aggregation and consolida-

tion. The power on and off strategy is the way in which the nodes behave as

they enter and exit connectivity. The nodes need to realign their timing and

re-synchronize their data in addition to network specific data. We believe

that this technology can have a positive impact on the agriculture industry.

With the ongoing threat of climate change, our world’s agricultural industry
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is in a very vulnerable state, and we hope to create a remote sensing network

that helps us respond to disturbances in a meaningful way.

5 Chapter 3: Experiment Design

5.1 Project Plan

The plan for the development of our project was to first build the network so

that it can function under ideal conditions. Ideal conditions for our project

means every node is always online and is connected to other nodes in the

network. With these conditions each node has the ability to share and col-

lect data, and add nodes to the network.

5.2 Network Setup

5.2.1 Client Server Model Background

The challenge is defining our client, server and provisioner models. The

client and server models are internal configurations that Bluetooth uses to

define the states of each device. The Cypress boards we are using were

designed primarily for a smart home setup, and the client/server examples

given are primarily based around lights and switches. The idea is that the

client application acts as a switch, while the server application acts as the

9



light that it turns on. For our purposes we need every device to have both

of these models so that they can both update other devices and be updated

themselves. If each node is only a client, then it is only allowed to send data

out, but would never be able to request updates, or any other information

from the rest of the network. We need our nodes to have both the capability

f both sending and requesting information. This will ensure that every node

has the capability to send and receive data requests.

5.2.2 Tools

J-Link Debugger The J-Link Debugger uses JTAG probes to allow us to

access hardware debugging on the development boards as well as flash

multiple development boards at once.

Modus Toolbox This the development environment provided by Cypress.

It allows us access to memory mapping that makes hardware debug-

ging easier. It also includes many useful tools for serial debugging and

Bluetooth mesh control.

Git This is used for version control as well as collaboration for the project.

BLE Mesh This is the protocol our network will be using. The specification

is provided by Bluetooth Special Interest Group.

10



5.2.3 Provisioner Background

The other challenge we have in building our network is the provisioner

model. Bluetooth uses a secure network and therefore requires private key-

transactions in order to add a new node to the network. New nodes start

by broadcasting an unprovisioned signal, until a nearby network responds

to add it to the network. The complication comes when we want to have

multiple provisioners. Adding a device to your smart home mesh network

is easy, because your phone always acts as the provisioner, but if we want

to add a new node to the network, having a single point of failure in one

provisioner is not what we are looking for. The complication then becomes

how does the network decide which device is provisioning the new one and

how is the information of this new device shared in the network.

5.2.4 Initial Network Build

To start solving this problem, we initially built our network without com-

bining all of these models into one device and instead had them as separate

devices as seen in Fig 7. This initial build had one provisioner, one client, and

several servers it would update. Once we were confident, that the network

could function with each of these working independently we could move on

to combining the different models.

11



5.2.5 Combining Client/Server Models

The second implementation we had still only used a single provisioner, but we

used both the client/server models on the same node, meaning each device

works as both the client and the server. With this setup we needed to

begin thinking about what kind of information we are sending. The first

build can use a simple broadcast message and we know which device sent it,

but now with multiple devices running identical firmware, we need to start

sending different Metadata. In addition to the serial number of the device

broadcasting, each message is coded with a timestamp. Fig 2 shows the

graph model of this network build.

Figure 2: Graph of Initial Build with combining client and server

12



5.2.6 Multiple Provisioners

Our final test setup combined the provisioning model into the Client/Server

model. All devices are now running the same firmware, can add new devices

to the network, and both send and receive state changes. Fig 3 shows a

graph model of this final network build. Verifying the success of this build

was challenging because we had to force different devices to be provisioned

by different ones. We did this by spreading them out farther across the

room so the better provisioner would be chosen based on the close one. The

algorithm to decide which device is going to be the provisioner is based

on the RSSI(received signal strength indicator) metric collected when the

provisioning process starts. The device with the strongest connection to the

new device is chosen to exchange keys and add it to the network.

Figure 3: Graph showing Full Provisioner and Client/Server
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Figure 4: Diagram of Mesh Network

Figure 5: This image shows the steps to setting up a node in a Bluetooth
mesh network
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“

Figure 6: This image shows the hierarchy inside the configuration of each
node

Figure 7: Graph of Initial Build with Only a single Provisioner, Client and
Server

5.2.7 Messaging Protocol

The next part of our implementation is the structure of how our messages

will be sent. Each message contains all of the sensor data that the node
15



recorded. The messages also contain the metadata about date, time, and

node id in order to properly store it. The difficulty in our message sending

algorithms is making sure each node’s list of all the data is consistent across

all nodes. The master list that is aggregated and exported from the network

should be consistent at each node. Maintaining this list consistency is a chal-

lenge, however with each message information tracked, updating Nodes to

the current state is not difficult.

5.3 BLE Mesh Use Case and Issues

Many of the challenges we faced in implementing the different network setups

was in dealing with the Bluetooth mesh protocol. As mentioned earlier,

many of the desired use cases of Bluetooth mesh was for use in a smart

home setting. The smart home network is very different from the agriculture

sensor network we are designing. The smart home works fine with a single

provisioning node, because every new device can just be added and controlled

by your phone or computer. Fig 8 shows the layout of a typical smart home

network. Similarly, the devices do not need to share a ton of information or

know very much about the network. The smart switch in your kitchen only

needs to know how to turn on the lights, and the lights only need to turn

on and off. In this environment only the provisioner, or the phone, knows

information about each device. This single point acts similar to a router in
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that sense and defeats the purpose of the mesh network for our purposes. We

need to be able to pull information about all nodes from any node. Every

device needs to have this functionality. Bluetooth does not recommend that

you enable multiple provisioners or begin combining all of their models into

one device, and we needed to be careful not to cause any problems. Even once

all the models were combined, we still needed to synchronize the information.

Figure 8: Layout of a smart home mesh network

5.4 Test Environment and Fault Injection

We tested the network with simulated failures. Certain nodes were preset to

go ”offline” for set periods of time where they would not transmit or react to

data. It was helpful for us if they still receive and record the data to make

bug checking and verification easier, and we can look at the full log files from
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any device. In addition to the ”offline” state we also forced several different

network topolgies in software. Node A cannot talk to Node C for examples

so that we do not need to spread out the devices long distances in physical

space to get new topologies.

To test our network with these different states, we are intentionally caus-

ing faults into how the network would prefer to operate. We have already

shown that the network can function under ideal conditions, but we now

need to show functionality under the constraints of the agricultural setting

with low power, and longer distances.

5.5 Test 1: Power Strategy

The first test we worked on was the power strategy. This includes what the

node is doing when receiving a low power input signal that it is shutting

down soon or what it does immediately on startup. On receiving the low

power signal, the node will first stop broadcasting and receiving messages,

and then save all of it’s local sensor data to memory for long term storage.

This is to keep its data and all other important information stored while the

RAM is saved on shutdown.

When the device powers on, it broadcasts a message asking for what it missed

while offline. It does this by sending the id of the last message it received

so the other nodes know what points it missed. From the received messages,

18



the newly online node might send out sensor data or do nothing depending

on what messages were received. This re-synchronizes the node with the

network. The network has a drawback of frequently having a significant time

delay in gathering some information out of the network. We are working

with the assumption that this sensor data is not time critical to the minute

and that this is not an issue.

Our success metric for this test was the rest of the network receiving the

back online message, and then the ”offline” node synchronizing itself with

the rest of the network. To Verify this we looked at the log files on the other

boards in the network to verify that they received the message. Fig 9 Shows

an portion of the log file from the network, showing adding the node to the

network, the heartbeat messages showing that is it online, and then the back

online message and request for an update.

Figure 9: Log Showing Offline test

19



5.6 Test 2: Aggregation

Once our network can function and aggregate data with all of the nodes online

and relaying properly, the network needs to function under the constraints

we have set forth for an agricultural environment. This means that we expect

each node to have variable up time. The challenge here is to make sure that

the network can recover the data and know which information needs to be

re-relayed if certain relay nodes were down. Each node needs to store it’s own

data and potentially other nodes’ data in order to more reliably aggregate

the data.

To test this aggregation setting we had each node generate random data, and

store the time stamps, and then attempt to gather all of the information from

one specific node. Our tests succeeded and we were able to gather information

from all up nodes and recover lost information when the ”offline” nodes came

back up. A

6 Chapter 4: Results and Discussion

6.1 Test Results

From our various tests we were able to accomplish adequate data aggregation

through our managed flood operation. When a device receives a message,

it has tags telling it whether it is supposed to process the message, or just

rebroadcast it, so if the message is meant for node G, node B will not do

20



anything, but send the message again. To avoid endless loops of the same

message, each message has a number of ‘hops’ that are allowed. This allowed

us to mitigate duplicate messages.

We were also able to have multiple provisioners in our network, and each is

able to add other nodes. As for our power strategy tests, we concluded that

our network is able to rebuild itself as more nodes come online.

Figure 10: Managed Flood diagram

6.2 Network Performance

Through our aggregation tests as well as our power strategy tests, we were

able to have our network receive and transmit message packets that contained

the Cypress node id, the sensor data, and the time stamp. Additionally,

through our power strategy tests, we noted that power variability is not
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critical as the network can function as long as there is an established path

data can travel through. This verifies that the network can potentially be

reduced to a fraction of its size so long as we have a path for the data.

6.3 Bill of Materials

Figure 11 below shows the budget for our project.

Figure 11: Budget Breakdown Table
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7 Chapter 5: Professional Issues and Con-

straints

7.1 Ethical Analysis

When it comes to the implementation of a system like ours into the real world,

we have to evaluate the potential ethical ramifications. The main positive

impact our technology could have is improving productivity in an agricultural

field. We recognize that a more streamlined approach to the agricultural

industry could result in better labor conditions for migrant workers when

it comes to mitigating disturbances. Additionally, due to the fact that the

majority of our project was working on developing algorithms for our demo

application, our risk assessment was very small. Hence, our ethical evaluation

of our project is at a net positive.

7.2 Science, Technology, and Society

All new and upcoming technologies may be well intentioned but could have

unexpected societal ramifications. When it comes to our project, the unex-

pected societal impact we foresaw is the threat of security breaches. This

is not something we had considered in the development in our network, and

we recognize the devastating consequences if there ever was to be a secu-

rity breach on our network connected to our very valuable food production

industry.
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7.3 Civic Engagement

We foresee that some aspects of our project, if implemented in the field,

would need to be approved by the United States Department of Agriculture.

Most likely, they will be evaluating the accessibility of this technology, its

effectiveness, and also the potential for it to be standardized. We would be

advocating for our project in a way that emphasizes the versatility of our

communication protocol. The fact that any type of sensor could be used

with our devices opens many opportunities within this industry.

7.4 Sustainability

The ongoing threat of climate change puts our world’s agricultural industry

in a very vulnerable state, so implementing smart farming technologies like

ours allows us to detect disturbances early and mitigate them as soon as

possible. With our communication protocol, any application in the agricul-

tural field can be made possible such as motion detection, soil temperature,

or soil moisture. We believe our technology could help preserve this valuable

industry in the face of environmental uncertainty.
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8 Chapter 6: Conclusions and Future Work

8.1 Future Work

The next steps for the project would be further fleshing out the messaging

and network controls. Currently the network only has the ability to aggregate

data and ask if nodes are online. The messages being sent when aggregating

are very basic as they only contain the node id, sensor data, and a time

stamp. Expanding the criteria for each message and adding more controls

to the network would allow it to be used for a wider array of applications.

Additionally, further organization of the incoming data would allow easier

use of the information once it is aggregated. Beyond expanding the network

controls itself, working on a physical implementation that has both physical

sensors and a solar power control system would allow the network to be tested

in a real world agricultural environment.

8.2 Summary and Conclusions

The problem we solved is the network setup and communication system for

an 8-10 node sensor network in order to make it resilient for low power,

and applicable for various types of measurements (i.e. soil temperature,

soil moisture, humidity). We primarily worked on the software networking

component of this system. We built out the network using the Bluetooth

mesh protocol, and worked beyond Cypress’s desired configurations to build

our entirely independent mesh network. We tested our network by simulating

25



different failure scenarios we envisioned would happen in the field. Our end

goal was to build the network to be resilient under all of the constraints

provided by an agricultural setting, and our network was able to complete

these goals and function well with some drawbacks.
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