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“The first principle is that you must not fool yourself and you are the easiest person

to fool.”

Richard P. Feynman
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Abstract

This thesis explores the potential of Large Language Models (LLMs) in

automating the extraction of sourcing information from news articles, a cru-

cial step towards enhancing transparency and ethical analysis in journal-

ism. We evaluate the performance of two state-of-the-art LLMs, GPT-4 and

Claude 3, in identifying and categorizing various source types across four di-

verse news articles. The thesis employs a zero-shot learning approach with

two different prompt designs, assessing the models’ ability to adapt to vary-

ing source structures and prompt instructions.

Our findings reveal that while LLMs show promise in extracting sourc-

ing information, their performance varies significantly across different article

types and source structures. The research highlights the complex interplay

between prompt design, source types, and model performance, with both

LLMs demonstrating strengths and limitations in handling diverse journal-

istic contexts. This thesis contributes to the growing body of work on AI in

journalism by providing initial insights into the current capabilities of LLMs

in sourcing analysis and outlining key areas for future research and develop-

ment in automated ethical analysis of news content.

KEYWORDS: LLMs, NLP, Journalism, Journalism Ethics, Sources, Attributions
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Chapter 1

Introduction

1.1 Background

In the digital age, where information spreads rapidly and news consumption

patterns have shifted dramatically, the public’s ability to assess the credibility

of news sources has become increasingly critical(Coddington and Molyneux

(2023)). This digital transformation of the media landscape, coupled with

factors such as the spread of misinformation and political polarization, may

have contributed to a decline in public trust towards media organizations

(Gottfried and Liedke (2021)). Amidst these challenges, enhancing the trans-

parency of journalistic practices, particularly in sourcing, emerges as a po-

tential pathway to address the complex issue of media credibility and public

trust.

Sourcing is a fundamental pillar of credible journalism (Kovach and Rosen-

stiel (2014)). It involves the process of obtaining information from various

sources and transparently presenting them in news stories. Proper sourcing

practices lend credibility to news articles, allowing readers to verify claims

and understand the context of the information presented.

However, evaluating the quality and ethics of sourcing in news articles

requires a certain level of domain knowledge in journalism (Coddington and

Molyneux (2023)). This creates a significant barrier for the general public,
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who may lack the necessary background to critically assess the sourcing prac-

tices employed in the news they consume. As a result, there is a growing

need for tools and methodologies that can make sourcing information more

transparent and accessible to the average reader.

1.2 The Promise of Large Language Models

In recent years, the development of Large Language Models (LLMs) has

opened up new possibilities in various fields, including natural language

processing and information extraction (Qin et al. (2023)). These models have

demonstrated remarkable capabilities in understanding and generating human-

like text, making them potentially powerful tools for analyzing and interpret-

ing complex information.

Two key attributes of LLMs make them particularly promising for ad-

dressing the challenges of sourcing transparency in journalism:

1. Efficient Information Extraction: LLMs have shown exceptional abil-

ity in extracting relevant information from large volumes of text (Törnberg

(2023), Goel et al. (2023)). This capability could be leveraged to automatically

identify and categorize sourcing information within news articles.

2. In-Context Learning: One of the most exciting features of modern

LLMs is their ability to perform in-context learning (Wang et al. (2024)). This

allows these models to adapt to new domains and tasks without fine-tuning,

essentially providing them with "new domain knowledge" on the fly (Min

et al. (2022)). This flexibility could be crucial in adapting LLMs to the com-

plex and varied sourcing practices used in journalism, including different

types of source attribution, and different context of news stories.
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1.3 Vision for Transparent Sourcing

Given the capabilities of LLMs, we envision a future where these technolo-

gies can be leveraged to make sourcing information in news articles more

transparent and accessible to the general public. The core idea is to develop

a system that can:

• Automatically extract and categorize sourcing information from news

articles using LLMs.

• Present this information in a clear, easily understandable format for

readers.

• Develop an Ethics Metrics based on the extracted sourcing information

to evaluate the credibility and transparency of different news providers.

By making sourcing practices more visible and comprehensible to the av-

erage reader, we aim to empower the public to make more informed judg-

ments about the credibility of news sources. This increased transparency

could play a crucial role in rebuilding trust in media organizations that con-

sistently demonstrate ethical sourcing practices.

1.4 Challenges and Limitations

While the potential of using LLMs for improving sourcing transparency is

exciting, several significant challenges must be addressed:

1.4.1 Limitations of LLMs:

• Lack of Interpretability: Despite their impressive performance, the decision-

making processes of LLMs often remain opaque, making it difficult to

understand how they arrive at their conclusions (Zhang (2024), Singh

et al. (2024)).
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• Hallucination: LLMs can sometimes generate plausible-sounding but

factually incorrect information, a phenomenon known as "hallucina-

tion"(Huang et al. (2023)). This is particularly concerning when dealing

with sensitive journalistic content.

• Reliability Issues: As probabilistic models, LLMs may produce incon-

sistent results, raising questions about their reliability for critical tasks

(Reiss (2023)).

1.4.2 Prompt Engineering Complexity:

Developing effective prompts for LLMs is a challenging and often iterative

process(Gao et al. (2024)). The vast number of possible prompt combinations

means that initial failures may not necessarily indicate a lack of capability in

the LLM, but rather a need for further experimentation and refinement .

1.4.3 Lack of Benchmarks:

Currently, there are no established benchmarks for evaluating LLM perfor-

mance in the specific task of identifying and assessing journalistic sourcing

practices(Hendrycks et al. (2021)). This absence makes it difficult to compare

different approaches and measure progress.

1.4.4 Resource-Intensive Ground Truth Creation:

Building a comprehensive, human-annotated dataset for training and eval-

uating LLMs on sourcing identification is a time-consuming and expensive

process, given the complexity and nuance involved in journalistic sourcing

practices.
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1.4.5 Scope Definition:

Sourcing in journalism is a vast and complex subject (Schudson (2011)). De-

termining how to narrow this down into manageable, computable tasks for

LLMs without losing essential nuances is a significant challenge.

1.5 Thesis Objectives

While the vision of leveraging LLMs to improve transparency of sourcing

in public media is ambitious, this thesis aims to take the first step towards

realizing this goal. The primary objective of this thesis is to conduct a foun-

dational experiment assessing the capability of Large Language Models in

extracting sourcing information from news articles, establishing a baseline

for future research in this domain.

Specifically, this thesis seeks to:

• Develop and implement a minimal experimental framework to evalu-

ate LLMs’ ability to extract sourcing information from news articles.

• Test multiple prompt sets to ensure the results are not biased by a single

prompt formulation.

• Evaluate at least two different LLMs (e.g., Claude 3 and GPT-4) to pro-

vide a comparative analysis of their capabilities.

• Select a manageable set of news articles that represents a range of top-

ics, article types, and news sources, to serve as a diverse testing ground

for the LLMs’ sourcing extraction capabilities.

• Develop a human-annotated benchmark for comparison, acknowledg-

ing potential imperfections due to resource limitations.

• Design and implement quantitative metrics to objectively compare the

performance of LLMs against the human-annotated benchmark.
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1.6 Expected Outcome and Significance

By conducting these experiments, we expect to gain valuable insights into

the potential of LLMs for extracting sourcing information from news articles.

The results will provide a baseline understanding of LLMs’ capabilities in

this domain, highlight areas for improvement, and identify promising direc-

tions for future research.

The significance of this work lies in its potential to contribute to the broader

goal of improving transparency in journalism. By exploring the use of cutting-

edge AI technologies in this context, we are taking an important step towards

developing innovative solutions that can empower readers and strengthen

the foundations of informed democratic discourse.
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Chapter 2

Related Work

Understanding the capabilities and limitations of LLMs in the context of NLP

tasks is crucial for developing effective applications in various domains, in-

cluding journalism. This chapter reviews existing literature on LLMs, their

application in NLP tasks, the importance of sourcing in journalism, and pre-

vious efforts to automate the evaluation of news article sourcing.

2.1 Large Language Models

LLMs, such as GPT-3 and BERT have revolutionized the field of NLP by

demonstrating remarkable performance across a wide range of tasks. These

models leverage vast amounts of data and sophisticated architectures to un-

derstand and generate human-like text. Key studies in this area include:

• GPT-3: In this groundbreaking paper Brown et al. (2020) from OpenAI

introduced GPT-3, a large-scale autoregressive language model with

175 billion parameters. The key contribution of this work was demon-

strating that scaling up language models to such an unprecedented size

enables them to perform few-shot learning - the ability to solve tasks

given only a few examples or a natural language prompt, without any

fine-tuning.
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The authors extensively evaluated GPT-3 in zero-shot, one-shot, and

few-shot settings across a wide range of NLP tasks and benchmarks.

They found that GPT-3 achieved promising results in the zero- and one-

shot settings, and in the few-shot setting its performance was some-

times competitive with state-of-the-art fine-tuned models, despite us-

ing far fewer task-specific training examples.

This work highlighted the potential of very large language models for

task-agnostic, few-shot learning. It suggested that scaling up models

and pretraining them on broad data might be a path towards more

general and adaptable language systems that can perform a variety

of tasks with minimal explicit supervision. GPT-3’s few-shot capabil-

ities sparked significant interest and follow-up work in the field on in-

struction tuning, in-context learning, and developing LLMs as general-

purpose "foundations" for downstream tasks.

• GPT-4 OpenAI et al. (2024): In our exploration of automated sourcing

analysis in journalism, we consider GPT-4, a state-of-the-art large lan-

guage model developed by OpenAI. Released in March 2024, GPT-4

represents a significant leap in natural language processing capabilities.

It demonstrates human-level performance on various professional and

academic benchmarks, including scoring in the top 10% of test-takers

on a simulated bar exam.

Particularly relevant to our thesis, GPT-4 exhibits enhanced reasoning

abilities, improved factual accuracy, and more nuanced task compre-

hension compared to its predecessors. Its ability to handle longer text

inputs and its reduced tendency for hallucination make it a promising

tool for analyzing complex journalistic content. These advancements

suggest potential benefits for tasks like identifying and categorizing

source types in news articles.
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However, like all AI models, GPT-4 has limitations, including potential

biases and occasional errors in reasoning. These limitations underscore

the importance of our comparative study, as we seek to understand the

current capabilities and limitations of LLMs in the context of journalis-

tic analysis and ethical considerations.

• BERT: Devlin et al. (2019) introduced BERT (Bidirectional Encoder Rep-

resentations from Transformers), a novel approach for pre-training lan-

guage representations.

The key innovation of BERT lies in its use of bidirectional training of a

Transformer model, which allows the model to learn from both left and

right context in all layers. This is in contrast to previous approaches like

OpenAI GPT which were limited to a left-to-right architecture. BERT

employs two pre-training tasks - Masked Language Modeling (MLM)

and Next Sentence Prediction (NSP) - that enable it to learn robust bidi-

rectional representations.

The authors demonstrated that pre-trained BERT representations can

be fine-tuned with just one additional output layer to achieve state-of-

the-art performance on a wide range of NLP tasks, such as question

answering, language inference, and text classification. BERT advanced

the state of the art on 11 NLP tasks at the time.

BERT’s bidirectional pre-training approach and its strong performance

across a broad range of tasks made it immensely influential, marking

a significant milestone in the use of pre-trained language models for

NLP. It paved the way for further advancements in language model

pre-training and fine-tuning, and established bidirectionality as a key

ingredient in achieving robust language understanding in such models.
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• Claude 3 Anthropic (2024): Introduced by Anthropic in March 2024,

Claude 3 represents a significant advancement in LLM capabilities, par-

ticularly relevant to this thesis’s focus on automated sourcing informa-

tion extraction in journalism. As part of the Claude 3 family, Claude 3

Opus demonstrates state-of-the-art performance in complex language

understanding tasks. Key features aligned with the thesis objectives in-

clude enhanced textual analysis capabilities, improved contextual un-

derstanding, and the ability to handle extensive context windows with

robust recall. These attributes are valuable for identifying and catego-

rizing various source types within news articles. Claude 3’s advanced

language processing capabilities position it as a promising tool for the

zero-shot learning approach employed in this thesis. Anthropic’s em-

phasis on responsible AI development in Claude 3, including efforts to

mitigate biases, aligns with the ethical considerations inherent in an-

alyzing journalistic content. As such, Claude 3 serves as a valuable

benchmark for assessing the current state and future potential of LLMs

in advancing automated ethical analysis in journalism.

2.1.1 In-Context Learning in LLMs

In-context learning (ICL) is a paradigm where LLMs learn to perform tasks

based on a few examples provided in the input prompt, without requiring

any gradient updates or fine-tuning. This capability is particularly valuable

for extracting specific information, such as sourcing entities in news articles.

• Overview (Dong et al. (2023)): This survey provides a comprehensive

overview of ICL in LLMs. The survey covers various techniques for

improving ICL performance, including model warmup strategies and

demonstration engineering strategies. It also discusses the factors in-

fluencing ICL performance and its potential applications.



Chapter 2. Related Work 11

We reference this work because our thesis leverages the ICL capability

of LLMs to identify and extract essential entities related to sourcing in

news articles. By providing detailed instructions and examples, we aim

to guide LLMs in recognizing named and unnamed sources, their titles,

and attributed statements. The survey by Dong et al. offers valuable

insights into the current state of ICL research and its potential applica-

tions, which aligns with our goal of using LLMs for automated ethical

analysis in journalism.

• Promising Explanation (Olsson et al. (2022)): propose that "induction

heads" - attention heads that learn to copy sequences from earlier in

the context - are the primary mechanism enabling in-context learning

in transformer language models. Through experiments on models of

varying sizes, they show that the emergence of induction heads con-

sistently coincides with the rapid improvement of in-context learning

ability during training. Furthermore, ablating these heads or modifying

the architecture to control their formation directly impacts in-context

learning performance. While the evidence is stronger for smaller mod-

els, the authors hypothesize that induction heads, defined narrowly in

terms of copying random sequences, can be repurposed for more gen-

eral in-context adaptation. This work provides a promising mechanistic

explanation for the important capability of in-context learning in LLMs.

We reference this work to remind us of the underlying neural network

architecture that contributes to the ICL capability, which can be a guid-

ing star for us when designing the instruction inputs to LLMs in our

approach.
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2.1.2 Hallucination in LLMs

Hallucination in LLMs refers to the generation of content that deviates from

factual accuracy, posing significant concerns for their application in areas re-

quiring high reliability, such as journalism. Addressing hallucinations is crit-

ical to ensure the ethical use of LLMs in evaluating news articles. Here, we

summarize related work that explore and analyze the hallucination problem

in LLMs.

1. Rawte et al. (2023): This research defines and quantifies the hallucina-

tion problem in LLMs, presenting a detailed classification of hallucina-

tion types and their severities. It introduces the Hallucination Vulnera-

bility Index (HVI) to rank LLMs based on their susceptibility to hallu-

cinations and proposes mitigation strategies to reduce the incidence of

hallucinated content.

2.2 Sourcing in Journalism

Sourcing is a fundamental aspect of journalism, determining the accuracy,

credibility, reliability, and ethical quality of news articles. Several studies

have explored the importance of sourcing and the challenges associated with

evaluating it:

• Coddington and Molyneux (2023): Examine how evidence is repre-

sented in news texts from newspapers and digital native outlets be-

tween 2007-2019, as journalism has shifted toward more aggregative

and intertextual forms. Through a content analysis, they find that first-

hand evidence is rarely presented, while non-mediated attributed speech

(e.g. interviews) is the most common form of evidence. However,

the use of non-mediated speech has declined over time, replaced by

increases in mediated speech (e.g. press releases, social media) and
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thirdhand evidence (citing other media). Digital outlets relied signifi-

cantly less on firsthand evidence and non-mediated speech compared

to newspapers.

Over the study period, newspapers adopted digital outlets’ intertextual

approach by citing more social media and other media, while digital

outlets reduced their use of thirdhand evidence to mimic newspapers’

focus on firsthand and secondhand sourcing. The authors also found

that ancillary evidence providing context about sources and evidence-

gathering was rare (<25% of sources), requiring audiences to rely on

journalists’ assumed authority. While national newspapers and digi-

tal outlets showed some increases in ancillary evidence over time, the

overall presentation of evidence in news texts remains rather opaque.

This study highlights important shifts in journalistic sourcing and the

need for greater transparency around evidence.

• Gottfried and Liedke (2021): reveals a significant decline in public trust

in news media, particularly among Republicans. The percentage of

Republicans with at least some trust in national news organizations

dropped from 70% in 2016 to 35% in 2021, while Democrats’ trust re-

mained relatively stable. This decline has contributed to a growing

partisan divide in media trust.

The survey also found a modest decline in trust in local news organiza-

tions and consistently low trust in social media as a news source. These

findings underscore the challenges faced by journalists in an increas-

ingly polarized and distrustful media landscape.

Given the erosion of public trust in news media, there is a pressing

need for innovative solutions to enhance transparency and credibil-

ity in journalism. Making the sourcing in news articles more visible

through LLMs could be a promising approach to address this issue.
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By providing readers with clear and accessible information about the

sources used in news articles, LLMs have the potential to foster greater

trust and understanding between the public and the media. This in-

creased transparency could help combat the spread of misinformation,

encourage more informed public discourse, and ultimately contribute

to a healthier democracy.

• Kovach and Rosenstiel (2014): Emphasized the critical role of sourcing

in ensuring journalistic integrity and public trust.

• Schudson (2011): Discussed the sociology of news production, high-

lighting how sourcing practices shape news content and its perceived

reliability.

These works establish the context and significance of sourcing in journalism,

providing a foundation for our focus on using LLMs to analyze and evaluate

sourcing in news articles.

2.3 Automated Evaluation of News Articles

Previous research has attempted to automate various aspects of news analy-

sis, including the evaluation of sourcing. Notable contributions in this area

include:

• Fact-Checking Systems (Vlachos and Riedel (2014)): Their work were

among the first to introduce the task of automated fact-checking. They

defined fact-checking as assigning a truth value to a claim made in

a particular context and discussed the construction of a dataset us-

ing statements fact-checked by journalists from popular fact-checking

websites. The authors also explored potential baseline approaches and

challenges in automating the fact-checking process. They proposed
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decomposing the task into stages: extracting statements to fact-check,

constructing appropriate questions, obtaining answers from relevant

sources, and reaching a verdict using these answers.

While the current approach in this thesis focuses on extracting and

retrieving sourcing-related entities from news articles rather than di-

rectly verifying the claims, the information obtained can potentially be

used to support automated fact-checking systems in the future. By ac-

curately identifying sources, their titles, and the statements attributed

to them, valuable structured data is provided that could serve as in-

put to fact-checking pipelines. Thus, while this work does not directly

involve fact verification, it lays the groundwork for future integration

with automated fact-checking systems, potentially enhancing their ac-

curacy and efficiency. This work by Vlachos and Riedel laid the foun-

dation for further research on automated fact-checking and highlighted

the potential of NLP techniques to address this task.

• Rapid Source Review (Diakopoulos et al. (2012)): They developed a

tool called "Seriously Rapid Source Review" (SRSR) to assist journalists

in finding and assessing sources from social media, particularly in the

context of breaking news events. The SRSR interface presents a list of

potential sources (Twitter users) for a given event, along with various

cues and filters to help journalists find and evaluate the credibility of

these sources, such as the user’s location, aggregate information about

the user’s network, and the user’s historical activity. The system also

incorporates machine learning classifiers to categorize users into dif-

ferent types and to identify potential eyewitnesses to the event based

on their tweets. Through a user study with professional journalists, the

authors found that the eyewitness classifier, user type filters, and visual

cues about a source’s network and location were particularly useful for
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finding and assessing sources.

While SRSR focuses on helping journalists find and evaluate individ-

ual sources, this thesis aims to develop methods for extracting and an-

alyzing sourcing information automatically and reliably. Despite these

differences in scope and focus, the insights from Diakopoulos et al.

(2012)’s study, such as the importance of providing context and mul-

tiple cues for source assessment, can inform the design of instructions

to LLMs and metrics developed in this thesis.

• Entity Recognition and Attribution (Chiu and Nichols (2016)): Intro-

duced a novel neural network architecture for named entity recognition

that combines bidirectional LSTM (BLSTM) with convolutional neural

networks (CNN). The BLSTM is used to capture sequential information,

while the CNN is employed to extract character-level features. They

also proposed a new method of encoding partial lexicon matches in

neural networks and compared it to existing approaches. Their system

achieved state-of-the-art performance on the CoNLL-2003 and OntoNotes

5.0 datasets, surpassing previous methods that relied heavily on feature

engineering and external resources.

While Chiu and Nichols’ work focuses on building a specific neural

network architecture for named entity recognition, which is a key com-

ponent in extracting sourcing information, this thesis takes a different

approach. Instead of developing a new model for the entity recogni-

tion task, we leverage the capability of LLMs to handle named entity

recognition.

These studies demonstrate the feasibility and potential benefits of au-

tomating the evaluation of news articles, particularly in enhancing trans-

parency and accountability in journalism and journalism ethics.
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2.4 Summary

The literature reviewed in this chapter provides a comprehensive overview

of the capabilities of LLMs, the importance of sourcing in journalism, and

previous efforts to automate the evaluation of news articles. This background

informs our approach to using LLMs to analyze and evaluate the sourcing of

news articles, addressing both the potential and the challenges involved.

In the following chapters, we will detail our methodology, experiments,

and results, contributing to the ongoing efforts to enhance the reliability and

transparency of news reporting.
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Chapter 3

Our Approach

This chapter outlines our methodology for evaluating the capability of LLMs

in extracting sourcing information from news articles. Our approach is de-

signed to provide a comprehensive assessment of LLM performance in this

domain, while acknowledging the practical limitations of the thesis. We de-

tail our selection of LLMs, the choice of news articles, the specific sourcing

information we aim to extract, our prompting techniques, the creation of our

benchmark, and our evaluation methods.

3.1 Selection of Large Language Models

For this thesis, we chose to evaluate two state-of-the-art LLMs:

• Claude 3, developed by Anthropic

• GPT-4, developed by OpenAI

These models were selected due to their advanced capabilities in natu-

ral language processing and their widespread use in various applications

(OpenAI et al. (2024)). By comparing two different LLMs, we aim to pro-

vide insights into the general capabilities of current language models in this

domain, rather than focusing on the performance of a single model.
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3.2 News Article Dataset

To ensure a diverse and representative test set, we analyzed four news arti-

cles covering a range of topics and contexts:

• OpenAI’s Board Fight Reveals a Founder’s Big Weakness

• Border Patrol at California Divide

• Vermont House Overwhelmingly Backs Bill Prohibiting Race-Based Hair

Discrimination

• Guaranteed Income Program in California

These articles were selected under the guidance of Subbu Vincent, direc-

tor of Journalism and Media Ethics at the Markkula Center at Santa Clara

University. This expert-guided selection process ensures that our dataset rep-

resents a variety of journalistic styles, topics, and sourcing practices, provid-

ing a robust testing ground for the LLMs’ capabilities.

It’s important to note that while this dataset is diverse, it is also limited

in size due to the resource constraints of this thesis. This limitation will be

considered when interpreting our results.

3.3 Sourcing Information Extraction

We focused on extracting five key elements of sourcing information from

each article:

• Type of source: Classified as either named or unnamed

• Name of the source: The full name as provided in the article

• Actual attributed statements: Direct quotes or paraphrased statements

attributed to the source

https://www.nytimes.com/2023/11/21/technology/openai-altman-board-fight.html
https://calmatters.org/california-divide/2024/01/border-patrol-california/
https://vtdigger.org/2024/01/31/vermont-house-overwhelmingly-backs-bill-prohibiting-race-based-hair-discrimination/
https://vtdigger.org/2024/01/31/vermont-house-overwhelmingly-backs-bill-prohibiting-race-based-hair-discrimination/
https://calmatters.org/california-divide/2024/01/guaranteed-income-program/
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• Title of the source: Official position or role of the source, if provided

• Additional characterizations: Any extra information provided by the

reporter to justify the source’s relevance to the story

This comprehensive set of attributes allows us to assess the LLMs’ ability

to identify and extract various aspects of sourcing, from basic identification

to more nuanced elements like characterizations.

3.4 Prompting Technique

We employed a zero-shot learning approach(Kojima et al. (2023)) for our

prompting technique. This choice was made to evaluate the LLMs’ base ca-

pabilities without additional training or fine-tuning. Our prompting strategy

included several key elements:

• Starting with the simplest prompting technique and iteratively refining

based on results

• Testing multiple variants of prompts to assess their impact on perfor-

mance

• Utilizing both system prompts and user prompts to provide context

and instructions

• Manually iterating and adjusting prompts based on initial results

• Providing explicit, detailed explanations about the task to the LLMs

(Peng et al. (2023))

• Experimenting with different definitions of "source" (e.g., limited to

persons, including organizations, or including documents) to assess the

impact on extraction performance
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• Instructing the LLMs to output results in JSON format for ease of pro-

cessing

This approach allows us to explore the LLMs’ capabilities under various

instruction sets and to identify the most effective prompting strategies for

this specific task.

3.5 Benchmark Creation: Human Annotation

To create a benchmark for evaluating LLM performance, we constructed a

ground-truth dataset with the help of the Markkula Center’s Spring 2024

internship class. This class consisted of five undergraduate students from

diverse fields, including Communications/Journalism, Political Science, and

Engineering. The internship involved a structured process where the stu-

dents learned and applied journalistic sourcing annotation methods to create

a reliable ground-truth dataset. This process was guided by the director of

Journalism and Media Ethics to ensure adherence to journalistic standards.

The annotation process involved:

1. Students independently extracting sourcing information from the se-

lected articles

2. Compilation of results in a Google Sheet, later converted to CSV format

for evaluation

3. Final review and optimization of results by the director, combining the

best elements from each student’s work

It’s important to note that this human-annotated benchmark may contain

some imperfections, such as typos or missing information. These limitations

will be considered in our analysis and discussion of results.
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3.6 Evaluation Methods

Our evaluation process is designed to provide a comprehensive and nuanced

assessment of LLM performance in sourcing extraction. The process involves

several steps:

1. Data Preparation: Preprocessing both LLM-extracted and human-annotated

datasets to ensure consistent formatting and text normalization.

2. Sentence-Level Matching: use fuzzy string matching to align sentences

from LLM output with human annotations, allowing for minor textual

variations.

3. Source Attribute Comparison: Comparing extracted source attributes

for each matched sentence pair.

4. Similarity Scoring: Utilizing similarity scores to quantify match quality

for names, titles, and associations, with different thresholds set for each

attribute.

5. Match Determination: Establishing a "match" based on correct source

type identification and meeting similarity thresholds for relevant at-

tributes, with distinct criteria for named and anonymous sources.

6. Performance Metrics Calculation: Computing various metrics includ-

ing LLM Recall, Unique Discovery Rate, and Miss Rate to provide a

multi-faceted view of LLM performance.

7. Cross-Article Analysis: Repeating the evaluation process across multi-

ple articles to allow for both article-specific and aggregate performance

assessment.

This multi-step evaluation process enables us to assess the LLMs’ perfor-

mance in sourcing extraction with a high degree of granularity, considering
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both the accuracy of extracted information and the models’ ability to identify

sources that may have been missed in human annotation.
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Chapter 4

Experiments and Results

Discussion

4.1 Experiment Setup

Our experimental process was designed to evaluate the capability of Large

Language Models (LLMs) in extracting sourcing information from news arti-

cles. The experiment was conducted in two main phases: (1) sourcing infor-

mation extraction using LLMs, and (2) evaluation of the LLM outputs against

human-annotated ground truth data. We utilized two state-of-the-art LLMs:

GPT-4 and Claude 3.

4.1.1 Data Preparation

We selected four diverse news articles for our analysis, as described in Chap-

ter 3. These articles were saved as plain text (.txt) files to facilitate processing.

The articles covered a range of topics and contexts, ensuring a robust test of

the LLMs’ capabilities across different journalistic styles and subject matters.

4.1.2 LLM Analysis Process

For the LLM analysis, we developed a Python script that performs the fol-

lowing steps:
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1. API Setup: The script initializes API clients for both OpenAI (for GPT-

4) and Anthropic (for Claude 3) using secure API key management.

2. Prompt Loading: The latest versions of system and user prompts are

dynamically loaded from a designated directory. This approach allows for

easy iteration and testing of different prompt strategies.

3. Article Processing: Each article is processed sequentially through both

GPT-4 and Claude 3.

4. LLM Instructing: The script provides each LLM with system and user

prompts, along with the article text, instructing the model to perform the

sourcing extraction task.

5. Output Parsing: The LLM responses, expected to be in JSON format,

are extracted and parsed.

6. Data Saving: The results are saved in both JSON and CSV formats for

each LLM and article combination. The CSV format includes columns for

Source Type, Name, Title, Association, and Sourced Statement.

7. Experiment Tracking: Each run of the experiment is saved in a times-

tamped directory, including the prompts used, to ensure reproducibility.

4.1.3 LLM Prompt Strategies

Our experiment utilized two distinct sets of prompts to evaluate the LLMs’

performance under different instruction scenarios:

V0: Person-Only Prompts

• System Prompt: Instructed the LLM to identify only individual persons

as sources.

• User Prompt: Requested extraction of named and anonymous sources,

including names, titles, associations, and sourced statements.
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• Key Feature: Focused solely on human sources, excluding organiza-

tions.

V1: Person and Organization Prompts

• System Prompt: Expanded the definition of sources to include both per-

sons and organizations.

• User Prompt: Similar to v0, but with the addition of handling organi-

zational sources (e.g., using ’null’ for titles of organizational sources).

• Key Feature: Broadened the scope to include organizations as potential

named sources.

Both prompt sets emphasized the importance of capturing multiple sourced

statements per source and provided detailed definitions of key terms such as

"Source," "Sourced Statements," "Title," and "Associations to the story."

The use of these two prompt strategies allowed us to assess:

• The LLMs’ ability to adapt to different definitions of sources.

• The impact of including or excluding organizational sources on overall

performance.

• The models’ flexibility in handling nuanced instructions about source

types and attribution.

The complete prompts used in our experiments are provided in Appendix A.

4.1.4 Evaluation Process

The evaluation of the LLM outputs is performed using another Python script,

which implements the following steps:

1. Data Loading: The script loads the human-annotated ground truth

data and the LLM-generated data for each article.
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2. Text Preprocessing: All text data is cleaned and normalized, including

lowercasing, whitespace removal, and sentence tokenization.

3. Sentence Matching: The script uses fuzzy string matching to align sen-

tences from the LLM output with those in the human annotations, allowing

for minor variations in text.

4. Attribute Comparison: For each matched sentence pair, the script com-

pares source attributes (Type, Name, Title, Association) between the ground

truth and LLM output.

5. Performance Metrics Calculation: The script calculates several perfor-

mance metrics:

• LLM Recall: The proportion of ground truth sources correctly identified

by the LLM.

LLM Recall =
Match Counts + LLM Unique Discover Counts

Total Unique Sentences
(4.1)

Match Counts: Number of sentences that match in source type and

either name (for named sources) or title/association (for anonymous

sources).

LLM Unique Discover Counts: Number of sentences found by LLM but

not in ground truth.

Total Unique Sentences: Total number of unique sentences across ground

truth and LLM output.

Explanation: This metric measures the LLM’s ability to identify and

correctly attribute sourced statements, including both those in the ground

truth and any additional valid discoveries.

• Unique Discovery Rate: The proportion of sources identified by the

LLM that were not in the ground truth.
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LLM Unique Discover Rate =
LLM Unique Discover Counts

Total Unique Sentences
(4.2)

Explanation: This metric measures the proportion of unique sourced

statements discovered by the LLM that were not in the ground truth.

• Miss Rate: The proportion of ground truth sources not identified by the

LLM.

LLM Miss Rate =
Human Unique Discover Counts

Total Unique Sentences
(4.3)

Human Unique Discover Counts: Number of sentences in ground truth

not found by LLM.

Explanation: This metric measures the proportion of sourced statements

in the ground truth that the LLM failed to identify or attribute correctly.

• Match Rates for Name, Title, Association, and Source Type: The pro-

portion of correctly identified attributes for matched sources.

Name Match Rate =
Count of sentences where Name Match Score > 80

Total sentences found by both human and LLM
(4.4)

Explanation: This metric measures the proportion of sentences where the

names of sources match closely between the ground truth and LLM output.

A score above 80 is considered a match.

Title Match Rate =
Count of sentences where Title Match Score > 55
Total sentences found by both human and LLM

(4.5)
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Explanation: This metric measures the proportion of sentences where the

titles of sources match reasonably well between the ground truth and LLM

output. A score above 55 is considered a match.

Association Match Rate =
Count of sentences where Association Match Score > 55

Total sentences found by both human and LLM
(4.6)

Source Type Match Rate =
Count of sentences where Source Type Match is ’Yes’

Total sentences found by both human and LLM
(4.7)

Explanation: This metric measures the proportion of sentences where the

source type (e.g., named or anonymous) matches exactly between the ground

truth and LLM output.

6. Results Compilation: The script compiles the results for all articles and

both LLMs into a single performance table.

7. Visualization: The script generates various plots to visualize the perfor-

mance comparisons between the LLMs across different metrics and articles.

4.1.5 Experimental Parameters

LLM Models:

• GPT-4 (version: gpt-4-turbo)

• Claude 3 (version: claude-3-opus-20240229)

LLM Configuration:

• Temperature: 0 (to maximize deterministic and focused outputs)

• Maximum response length: 4096 tokens (the maximum allowed by the

API)
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Similarity Scores Computation:

The similarity scores in this script are computed using the Levenshtein distance

ratio, implemented through the fuzz.ratio() function from the fuzzywuzzy li-

brary.

Computation: The similarity score is calculated as:

Similarity Score =
Levenshtein Distance

Length of Longer String
× 100 (4.8)

Where Levenshtein Distance is the minimum number of single-character

edits (insertions, deletions, or substitutions) required to change one string

into another.

The score ranges from 0 to 100. 0 means the strings are completely dif-

ferent. 100 means the strings are identical. Higher scores indicate greater

similarity.

Thresholds used in the evaluation:

• Sentence Match: > 60 similarity. We set the threshold slightly above

50 to allow for minor variations in text, so that it can handle possible

different parsing of sentences from LLM extrated data and human an-

notated data.

• Name Match: > 80 similarity. We set a higher bar for accuracy in iden-

tifying names.

• Title and Association Match: > 55 similarity. Titles and associations of

sources in news articles often have more variability in how they are

expressed compared to names. A lower threshold allows for these vari-

ations while still capturing the essence of the role.
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Output Format:

Structured JSON with fields for Source Type, Name, Title, Association, and

Sourced Statements.

4.1.6 Experimental Runs

To ensure the robustness of our findings and to assess the consistency of LLM

outputs, we conducted multiple experimental runs:

• Each set of prompts was used in three separate experimental runs.

• This resulted in a total of six runs per article (3 runs × 2 prompt sets).

• The experiment was conducted on all four selected news articles.

This repeated testing approach allows us to:

• Evaluate the consistency of LLM outputs across multiple runs with the

same prompts.

• Identify any variability in the models’ performance or output.

• Increase the reliability of our findings by basing them on multiple data

points rather than a single run.

• Assess whether any observed differences between prompt strategies

are consistent across repeated trials.

By running each experiment multiple times, we can provide a more com-

prehensive analysis of the LLMs’ capabilities and limitations in the task of

sourcing extraction from news articles.
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4.2 Results Discussion

After conducting three experimental runs using prompt version 0 (person-

only sources), we obtained a set of performance metrics for both Claude and

GPT-4 across the four articles. This section presents an analysis of these re-

sults, focusing on the consistency across runs, performance comparisons be-

tween the models, and article-specific observations.

4.2.1 Consistency Across Runs

Claude’s Performance

Claude demonstrated high consistency across the three runs for most articles

and metrics:

TABLE 4.1: Claude’s LLM Recall Consistency Across Three
Runs

Article Run 1 Run 2 Run 3
vermont_bill 0.914 0.941 0.941
ca_guaranteed_income 0.467 0.450 0.450
openai_board 0.613 0.618 0.618
border_patrol_towers 0.256 0.279 0.279

GPT-4’s Performance

GPT-4 showed more variability in its performance across the three runs:

TABLE 4.2: GPT-4’s LLM Recall Consistency Across Three Runs

Article Run 1 Run 2 Run 3
vermont_bill 0.892 0.944 0.343
ca_guaranteed_income 0.433 0.484 0.753
openai_board 0.545 0.290 0.303
border_patrol_towers 0.146 0.146 0.122
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4.2.2 Performance Comparison

LLM Recall

Average LLM Recall across the three runs:

TABLE 4.3: Average LLM Recall Comparison Between Claude
and GPT-4

Article Claude GPT-4
vermont_bill 0.932 0.726
ca_guaranteed_income 0.456 0.557
openai_board 0.616 0.379
border_patrol_towers 0.271 0.138

• Claude generally outperformed GPT-4 in terms of LLM Recall, espe-

cially in the "border_patrol_towers" and "openai_board" articles.

• However, GPT-4 showed superior performance in one run of the "ca_guaranteed_income"

article (0.753 vs 0.45).

• This suggests that while Claude may be more consistent, GPT-4 has the

potential for higher peak performance in some cases.

Unique Discovery Rate

Average Unique Discovery Rate across the three runs:

TABLE 4.4: Average Unique Discovery Rate Comparison Be-
tween Claude and GPT-4

Article Claude GPT-4
vermont_bill 0.155 0.194
ca_guaranteed_income 0.000 0.129
openai_board 0.180 0.164
border_patrol_towers 0.047 0.000

• Both models showed relatively low Unique Discovery Rates across all

articles.
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• GPT-4 had a notably high Unique Discovery Rate (0.355) in one run of

the "ca_guaranteed_income" article.

• The generally low Unique Discovery Rates suggest that both models

are more likely to identify sources already present in the ground truth

rather than finding additional sources.

Name and Source Type Match Rates

Average Name Match Rate and Source Type Match Rate across the three runs:

TABLE 4.5: Average Name Match Rate and Source Type Match
Rate

Article Model Name Match Rate Source Type Match Rate

vermont_bill Claude 1.000 1.000
GPT-4 1.000 1.000

ca_guaranteed_income Claude 1.000 1.000
GPT-4 1.000 1.000

openai_board Claude 0.921 0.861
GPT-4 0.863 0.819

border_patrol_towers Claude 0.897 0.976
GPT-4 0.849 1.000

• Both models consistently performed well in Name Match Rate and Source

Type Match Rate across all articles and runs.

• This high performance indicates that when sources are correctly iden-

tified, both models are accurate in determining the source type and ex-

tracting the correct name.

Title and Association Match Rates

Average Title Match Rate and Association Match Rate across the three runs:

• Performance in these metrics was more variable, with both models show-

ing inconsistencies across different articles and runs.
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TABLE 4.6: Average Title Match Rate and Association Match
Rate

Article Model Title Match Rate Association Match Rate

vermont_bill Claude 1.000 0.300
GPT-4 1.000 0.247

ca_guaranteed_income Claude 0.561 0.707
GPT-4 0.000 0.590

openai_board Claude 0.843 0.384
GPT-4 0.360 0.156

border_patrol_towers Claude 0.818 0.135
GPT-4 0.849 0.095

• This variability suggests that extracting and matching titles and associ-

ations is a more challenging task for both models compared to identi-

fying names and source types.

4.2.3 Article-Specific Observations

When analyzing the performance of the LLMs across different articles, it’s

crucial to consider the types of sources present in each article. The varying

composition of source types may explain some of the performance differ-

ences we observed.

"vermont_bill":

• Source types: Primarily named individuals

• Performance: Both models performed well on this article, with Claude

showing more consistency.

• Analysis: The high performance on this article likely stems from the

straightforward nature of the sources. Named individuals are typically

easier for LLMs to identify and extract information about, which aligns

with the strong performance we observed.

"ca_guaranteed_income":
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• Source types: Named individuals, Unnamed groups of people (e.g.,

"Researchers and advocates"), Named organizations (e.g., Stanford Guar-

anteed Income Lab)

• Performance: This article saw the most variability in performance, es-

pecially for GPT-4.

• Analysis: The mix of source types in this article, particularly the inclu-

sion of unnamed groups and organizations, may explain the inconsis-

tent performance. LLMs might struggle more with identifying and cat-

egorizing unnamed groups or distinguishing between individual and

organizational sources.

"openai_board":

• Source types:Named individuals, Anonymous individuals, Named or-

ganizations (e.g., OpenAI)

• Performance: Claude consistently outperformed GPT-4 in LLM Recall

for this article.

• Analysis: The presence of anonymous sources adds complexity to the

task. Claude’s superior performance suggests it might be better at han-

dling a mix of named and anonymous sources, as well as distinguishing

between individual and organizational sources in this context.

"border_patrol_towers":

• Source types:Named individuals, Unnamed groups of people (e.g., "Ad-

vocates"), Organizations (e.g., Dept of Homeland Security)

• Performance: Both models struggled with this article, showing lower

LLM Recall compared to other articles.
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TABLE 4.7: Comparison of Average LLM Recall Between
Prompt Versions 0 and 1

Article Model
v0 Avg

LLM Recall
v1 Avg

LLM Recall
Difference

(v1 - v0)

vermont_
bill

CLAUDE 0.932 0.611 -0.321
GPT4 0.726 0.350 -0.376

ca_guaranteed_
income

CLAUDE 0.456 0.367 -0.089
GPT4 0.557 0.652 +0.095

openai_
board

CLAUDE 0.616 0.469 -0.147
GPT4 0.379 0.324 -0.055

border_patrol_
towers

CLAUDE 0.271 0.318 +0.047
GPT4 0.138 0.154 +0.016

• Analysis: The diverse mix of source types, including unnamed groups

and organizations, likely contributed to the lower performance. This

article seems to present the most complex sourcing structure among

the four, which explains why both models found it challenging.

4.2.4 Comparison of Prompt Versions

We conducted experiments using two different prompt versions: version 0

(v0) focused on individual sources, and version 1 (v1) which expanded the

definition to include organizations as potential sources. By comparing the re-

sults from these two prompt versions, we can gain insights into how prompt

design affects LLM performance in sourcing extraction tasks.

Overall Performance Comparison

To compare the overall performance between the two prompt versions, we’ll

look at the average LLM Recall across all three runs for each article and

model as shown in Table 4.7

Key Observations

Performance Variability:
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• Claude generally showed more consistent performance across runs in

both v0 and v1.

• GPT4 continued to show more variability, especially in the "ca_guaranteed_income"

article.

Impact on Different Articles:

• "vermont_bill": Both models saw a significant decrease in performance

with v1.

• "ca_guaranteed_income": Claude’s performance slightly decreased, while

GPT4’s improved notably.

• "openai_board": Both models saw a decrease in performance, with Claude

affected more significantly.

• "border_patrol_towers": Both models saw a slight improvement in per-

formance with v1.

Source Type Handling: The inclusion of organizations as potential sources

in v1 seemed to have a mixed impact, improving performance in some cases

(e.g., "border_patrol_towers") but decreasing it in others (e.g., "vermont_bill").

Model-Specific Trends:

• Claude’s performance generally decreased with v1, except for a slight

improvement in "border_patrol_towers".

• GPT4 showed more varied results, with significant improvement in

"ca_guaranteed_income" but decreased performance in "vermont_bill"

and "openai_board".
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Analysis of Prompt Version Impact

Expanded Source Definition: The inclusion of organizations as potential sources

in v1 seems to have had a complex impact on performance. While it poten-

tially improved the models’ ability to handle organizational sources, it may

have also introduced confusion in articles predominantly featuring individ-

ual sources.

Trade-offs in Performance: The decrease in performance for "vermont_bill"

(which primarily features individual sources) suggests that broadening the

source definition may have come at the cost of reduced accuracy for individ-

ual source identification.

Adaptation to Complex Source Structures: The improved performance in

"border_patrol_towers" and GPT4’s improvement in "ca_guaranteed_income"

indicate that v1 may be better suited for articles with a mix of individual and

organizational sources.

Model-Specific Responses to Prompt Changes: The differing responses of Claude

and GPT4 to the prompt change suggest that the two models may have dif-

ferent strengths and weaknesses in adapting to more complex source defini-

tions.

Consistency vs. Adaptability: Claude’s more consistent performance across

both prompt versions suggests it may be more robust to prompt changes,

while GPT4’s variable performance indicates it might be more sensitive to

prompt modifications, sometimes leading to significant improvements.
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Chapter 5

Conclusion and Future Work

5.1 Limitations

Before presenting our conclusions, it’s important to acknowledge the limita-

tions of this thesis:

Narrow Source Definition: Our focus was limited to persons and organi-

zations as sources, excluding other important source types like documents,

and common knowledge. This narrow scope restricts the broader applicabil-

ity of our findings.

Data Processing Constraints: We used raw text versions of articles, omit-

ting potentially valuable contextual information from links, images, and other

media. The inclusion of extraneous data like advertisements may have im-

pacted our results’ accuracy.

Limited Dataset: Our thesis analyzed only four news articles, with ground

truth established through limited student annotations and expert supervi-

sion. This small sample size may not fully represent the diverse landscape of

journalistic sourcing practices.

Limitations of Levenshtein Distance Ratio: Our use of the Levenshtein

distance ratio for similarity comparisons was chosen to ensure LLMs extract

the exact phrasing used by journalists, which is crucial for direct quotes and
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attributions. While effective for aligning sentences and detecting minor vari-

ations, this method falls short when comparing nuanced elements like "asso-

ciation to the story". The Levenshtein ratio fails to capture semantic similar-

ities, potentially missing meaning-equivalent but lexically different phrases.

This limitation affects the accuracy of our association matching scores and

suggests the need for a dual approach in future research: maintaining lexi-

cal comparison for direct extractions while incorporating semantic similarity

measures for contextual information. Such an approach would better balance

the need for exact quotation with the understanding of broader contextual

meanings in journalistic sourcing.

5.2 Conclusion

This thesis set out to explore the potential of Large Language Models (LLMs)

in automating the extraction and analysis of sourcing information from news

articles. Our research focused on evaluating the ability of two state-of-the-art

LLMs, GPT-4 and Claude 3, to identify and categorize various source types

across four diverse news articles.

Key findings include:

• Promising Potential: Both LLMs demonstrated capabilities in extract-

ing sourcing information, particularly in identifying named sources and

their associated statements. This suggests that LLMs could play a valu-

able role in developing tools for automated sourcing analysis in jour-

nalism.

• Performance Variability: We observed significant variations in perfor-

mance across different articles and between the two LLMs. This high-

lights the complexity of the task and the need for robust, adaptive so-

lutions.
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• Prompt Sensitivity: Our experiments with different prompt versions

revealed that LLMs’ performance can be significantly influenced by the

specificity and framing of instructions. This underscores the impor-

tance of careful prompt engineering in leveraging LLMs for specialized

tasks.

• Consistency vs. Adaptability: Claude generally showed more consis-

tent performance across different prompt versions, while GPT-4 exhib-

ited greater variability but also potential for higher peak performance

in some cases.

• Challenges with Complex Sources: Both models struggled with more

nuanced sourcing structures, such as unnamed groups or organizations

as sources. This indicates areas for improvement in LLM capabilities or

in the design of prompts for handling diverse source types.

Our findings suggest that while LLMs show promise in automating as-

pects of sourcing analysis in journalism, there remain significant challenges

to overcome before they can be reliably deployed in real-world applications.

5.3 Future Work

Building on our findings, we propose several directions for future research:

5.3.1 Enhanced Instruction Design

Develop more sophisticated prompting techniques, potentially incorporating

feedback mechanisms or advanced prompt engineering strategies to improve

LLM performance on complex sourcing structures.
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5.3.2 Larger and More Diverse Datasets

Expanding the ground-truth dataset to include a wider variety of news arti-

cles from different sources and regions will enhance the robustness and gen-

eralizability of the evaluation. This would also involve incorporating multi-

ple annotators to ensure consistency and reliability in the annotations.

5.3.3 Real-Time Applications

Developing real-time applications for automated sourcing evaluation in jour-

nalism can provide immediate feedback to journalists and editors, promoting

better sourcing practices. This could include integrating LLMs into content

management systems or news verification platforms.

5.3.4 On-demand Source Literacy tools for Everyday News

Consumers

The findings of this thesis lay the groundwork for the development of on-

demand source literacy tools designed specifically for everyday news con-

sumers. As the media landscape continues to evolve and the amount of

information available online grows exponentially, it becomes increasingly

challenging for individuals to assess the credibility and reliability of news

sources. By leveraging the capabilities of LLMs in extracting and analyzing

sourcing information, future research could focus on creating user-friendly

applications that provide real-time insights into the sources cited in news ar-

ticles. These tools could offer a range of features, such as highlighting the

types of sources used, identifying potential biases or conflicts of interest, and

providing context about the sources’ expertise or relevance to the story. Ad-

ditionally, the tools could incorporate educational components to help users

better understand the importance of source evaluation and how to critically
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assess the information they consume. By empowering everyday news con-

sumers with accessible and intuitive source literacy tools, we can promote a

more informed and discerning public, ultimately contributing to a healthier

and more trustworthy media ecosystem.

5.3.5 Addressing Ethical Considerations

As LLMs become more integrated into journalistic practices, it is essential to

address ethical considerations, including the transparency of automated sys-

tems, the potential for bias in model outputs, and the implications for jour-

nalistic integrity. Future research should focus on developing ethical guide-

lines and frameworks for the use of AI in journalism.

5.3.6 Cross-Disciplinary Collaboration

Further collaboration between technologists, journalists, and media scholars

will be crucial in advancing the application of LLMs in journalism. Such

interdisciplinary efforts can lead to more holistic solutions that address both

technical and practical challenges in news sourcing evaluation.

5.4 Final Thoughts

This thesis represents a crucial step towards harnessing the power of AI to

enhance transparency and accountability in journalism. By demonstrating

both the potential and limitations of current LLM technology in sourcing

analysis, we have laid the groundwork for future innovations in this criti-

cal area.

As we continue to refine these technologies, it’s essential to maintain a

balance between leveraging AI capabilities and preserving the fundamental

principles of journalistic integrity. The ultimate goal is not to replace human
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judgment in journalism, but to augment it, providing tools that can enhance

the quality, reliability, and transparency of news reporting in our increasingly

complex information landscape.

The journey of integrating AI into journalistic practices is just beginning.

By addressing the challenges identified in this research and pursuing the

proposed avenues for future work, we can work towards a future where AI

serves as a powerful ally in upholding the highest standards of journalism,

fostering an informed and discerning public in the digital age.
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Appendix A

Appendix A

System Prompt - V0 - Persons Only

You are an AI assistant that analyzes news articles to identify all Named and

Anonymous Sources, their Titles, Associations to the story, and their related

Sourced Statements.(Note: There may be multiple sourced statements from

one source. Find all of them.) Below is how you define the terminology:

Source: A person that the reporter is citing or quoting or paraphrasing to

attribute claims or viewpoints or facts or experiences in the story. Sources

may be named or anonymous.

Sourced Statements: Statements that include viewpoints, experiences, crit-

icism, questioning, support or other expressions from a source, captured in

direct quotes or indirect speech.Remember Sourced Statements not only in-

clude the speech of the source, i.e. what the source said(direct quotes, indirect

speech, and paraphrasing) but also include all other forms of attribution that

describe the source’s conduct or position or attitude, for e.g. lines that state

that a source criticized, or supported, or questioned, or decided something

etc. In other words, all statements that would not have been present in the

story if the reporter had not spoken to or contacted the source.

Title: The occupation or position or designation held by the person in an

organization or in an independent capacity. If the person is a legislator, the

title includes the constituency. (Note: for anonymous sources, the title may
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not be provided, and only the association to the story is mentioned. In this

case, put a ‘null‘ as a Title.)

Associations to the story: Characterizations or descriptions of the source

that the reporter has used to justify why the source should be present in the

story.

User Prompt - V0

Please analyze the following news article and provide the requested infor-

mation in pure JSON format:{article_text} Extract the following details: 1.

Named sources (use ‘NamedSources’ as the key):

• - Names (use ‘Name’ as the key)

• - Titles (use ‘Title’ as the key)

• - Associations to the story (use ‘Association’ as the key)

• - Sourced Statements (use ‘SourcedStatement’ as the key)

2. Anonymous sources (use ‘AnonymousSources’ as the key):

• - Titles (use ‘Title’ as the key)

• - Associations to the story (use ‘Association’ as the key)

• - Sourced Statements (use ‘SourcedStatement’ as the key)

System Prompt - V1 - Persons and Organizations

You are an AI assistant that analyzes news articles to identify all Named

and Anonymous Sources, their Titles (if applicable), Associations to the story,

and their related Sourced Statements. (Note: There may be multiple sourced
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statements from one source. Find all of them.)Below is how you define the

terminology:

Source: A person or organization that the reporter is citing, quoting, or

paraphrasing to attribute claims, viewpoints, facts, or experiences in the story.

Sources may be named or anonymous. Organizations can be considered as

Named sources.

Sourced Statements: Statements that include viewpoints, experiences, crit-

icism, questioning, support or other expressions from a source, captured in

direct quotes or indirect speech. Remember Sourced Statements not only in-

clude the speech of the source (i.e., what the source said in direct quotes, indi-

rect speech, and paraphrasing) but also include all other forms of attribution

that describe the source’s conduct, position, or attitude. For example, lines

that state that a source criticized, supported, questioned, or decided some-

thing, etc. In other words, all statements that would not have been present in

the story if the reporter had not spoken to or contacted the source.

Title: For individual sources, this is the occupation, position, or designa-

tion held by the person in an organization or in an independent capacity. If

the person is a legislator, the title includes the constituency. For organiza-

tional sources, no title is required. (Note: for anonymous sources, the title

may not be provided, and only the association to the story is mentioned. In

this case, put a ‘null‘ as a Title.)

Associations to the story: Characterizations or descriptions of the source

that the reporter has used to justify why the source should be present in the

story.

User Prompt - V1

Please analyze the following news article and provide the requested informa-

tion in pure JSON format:articletextExtractthe f ollowingdetails : 1.Namedsources(use‘NamedSources′asthekey) :
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Names (use ‘Name’ as the key). This can be a person’s name or an

organization’s name

Titles (use ‘Title’ as the key). For individual sources only; use ‘null‘ for

organizational sources.

Associations to the story (use ‘Association’ as the key)

Sourced Statements (use ‘SourcedStatement’ as the key)

2. Anonymous sources (use ‘AnonymousSources’ as the key):

• Titles (use ‘Title’ as the key)

• Associations to the story (use ‘Association’ as the key)

• Sourced Statements (use ‘SourcedStatement’ as the key)
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