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Abstract 

 

 A model of carbon nanotube (CNT) ultracapacitor (CNU) as a high-performance energy 

storage device is developed based on simulations of electrolyte ion motions between cathode 

and anode. Using a molecular dynamics (MD) approach, the equilibrium positions of electrode 

charges interacting through Coulomb potential are determined, which in turn yield the 

equipotential surface and electric field associated with the capacitor. With an applied AC voltage, 

the current is computed from the nanotube and electrolyte particle distribution and interaction, 

resulting in a frequency-dependent CNU impedance. From the current and impedance profiles, 

the Nyquist and Cyclic Voltammetry plots are then extracted. Results of these calculations 

compare well with existing experimental data. A lumped-element equivalent circuit for the CNU 

is proposed and the impedance computed from this circuit correlates well with the simulated 

and measured impedances. 

 Further, a methodology is developed to optimize vertically grown carbon nanotube CNU 

geometrical features such as CNT length, electrode-to-electrode separation, and CNT packing 

density. The electric field and electrolyte ionic motion within the CNU are critical in determining 

device performance. Using a particle-based model (PBM) based on MD techniques, developed 

for this purpose, the electric field in the device is computed, the electrolyte ionic motion in the 

device volume is tracked, and the CNU electrical performance as a function of the 

aforementioned geometrical features is determined. Interestingly, the PBM predicts an optimal 

CNT packing density for the UC electrodes. Electrolyte ionic trapping occurs in the high CNT 
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density regime, which limits the electrolyte ions from forming a double layer capacitance. In this 

regime, the CNU capacitance does not increase with the CNT packing density as expected, but 

decreases significantly. The results compare well with existing experimental data and the PBM 

methodology can be applied to an ultracapacitor built from any metallic electrode materials, as 

well as vertically aligned CNTs studied here. 
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Chapter 1 
Introduction 

 
 

The study of ultracapacitors (UC) or supercapacitors has been the subject of intense research 

in recent years [1-3]. Increasing the total capacitor electrode surface area S to maximize the 

device stored energy has always been a prohibitive challenge. The use of nanomaterials as 

capacitor electrodes has been studied recently [4-14], as many of these materials are low-

dimensional with high surface area to volume ratio and, when properly integrated onto a metallic 

electrode substrate, S increases significantly. Such low-dimensional nanomaterials can be 

metallic or semiconducting, just like their macroscopic counterparts, with some notable 

exceptions. For example, silicon chains are not semiconducting but generally metallic. Thus 

careful examination of the suitability of materials to serve as capacitor electrodes is required [15-

17]. Graphite (3-D) is metallic, and so is graphene (2-D), but carbon nano-tubes (CNTs) (1-D) can 

be either metallic or semiconducting [18]. When semiconducting nanotubes are contacted to 

metal electrodes, Schottky or tunneling barriers can be created [19-22] and achieving low-

resistance ohmic contact is a major challenge. Nevertheless, there are many studies on UCs using 

nanocarbons [4, 5, 22], as their chemically inert surfaces do not require electrode passivation 

layers. Initially, UCs were made of porous carbons [6]. Subsequently, activated carbons [7], nano-

tubular materials [8], CNTs [9], carbon aerogel composites [10], fibrous carbon [11], 

carbon/graphene nanotube composites [12], and graphene [13] were investigated as alternative 

electrode materials. Most UCs contain an electrolyte since capacitance significantly increases 

with its inclusion, due to the formation of a double layer capacitance (DLC), which is the 

capacitance between the electrolyte ions and the electrode charges separated by nanoscale 
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distances [14, 23-27]. DLC formation can also be interpreted as an effect of screening by 

electrolyte ions from electrode charges, since if such charges are perfectly screened, the electric 

field in the capacitor volume is zero.  

Capacitor performance is often evaluated with a Ragone plot of energy density versus power 

density [28]. Conventional capacitors generally possess power densities higher than 104 W/kg, 

but a low energy density typically in the 0.01~0.05 Wh/kg range, making it unsuitable for high-

performance energy storage applications [29-32]. It was recently reported [13] that by using 

graphene to increase S, UCs can yield as much as 86 Wh/kg, thus demonstrating significant 

potential for nanocarbon UCs. Vertically aligned or randomly oriented CNT arrays or graphene 

sheets have been shown to increase S and the capacitor energy storage capacity drastically [30-

32].   

To achieve a large S, an array of vertically aligned CNTs can be grown on a metal surface with 

a high areal density, forming a highly conducting electrode [33]. Thus, CNTs are chosen as the 

electrode material for our study of UC. In particular, single-walled carbon nanotubes (SWNTs) 

have a specific capacitance of 180 F/g, compared to the specific capacitances of activated carbon 

and aerogels, 100 F/g and 104 F/g, respectively. We model the CNTs as solid conductive 

structures protruding from the capacitor electrode plate at a given density. Our model is two-

dimensional and in a three-dimensional equivalent, the cylindrical CNT is approximated by a 

rectangular block. Thus, linear rather than areal density is used. Our model does not describe the 

breakdown of the DLC by the electrolyte solvent and hence pseudo-capacitance (due to charge 

transfer between electrolyte and electrode) is neglected. This point is elaborated further in the 

discussion on extraction of the Cyclic Voltametry plots in Chapter 3.  
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The CNT corrugations in the electrode are so dense and electrically singular that the electric 

field and electrolyte ion spatial distribution within the device cannot be assumed uniform or 

symmetric in response to an electrical signal. In other words, the DLC would not be formed 

uniformly along the electrodes due to the abrupt and dense CNT corrugations. This is in sharp 

contrast to traditional commercial UCs, in which the corrugations are smooth, shorter in length, 

and not as dense. One of the well accepted models, proposed by de Levie [34], is an analytical 

equivalent-circuit-based compact model, most suited for the analysis of these commercial UCs 

with smooth corrugations. Under the de Levie model assumptions, due to the “smooth” nature 

of the electrode, the DLC is uniformly and symmetrically formed following the contour of the 

electrode surfaces. Under these conditions, it is reasonable to assume the electrolyte as a 

homogeneous neutral jellium, suitable for invoking the de Levie model. However, in many 

nanomaterial-based UCs, changes in corrugations are abrupt and significant. Therefore, we can 

no longer assume that the electrolyte is spatially uniform or the electric field is uniform along the 

electrodes or within the capacitor. Thus, the formation of the DLC will have to be re-examined 

using a new approach that can potentially resolve the existing model limitations, as described 

above. This is critical in understanding UC response to an AC voltage input, which is known as the 

device Nyquist characteristics [1]. We examine these electrode non-uniformities in detail using 

examples of CNUs where long and dense CNT arrays protrude from conducting surfaces. For such 

a study, it is not appropriate to use the homogeneous neutral jellium model for the electrolyte 

which predicts a smooth DLC formation. Long protrusions are electrically “singular”, which violate 

the assumption of a spatially uniform electrolyte. 
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Currently, UC modeling is still in its early stages. There is no systematic way to identify device 

resistance, capacitance, and inductance values of a carbon nano-tube ultra-capacitor (CNU) from 

the electrolyte ionic information or the device geometrical features. Many existing UC modeling 

studies [35-37] simply aim to recover the measured impedance as a function of frequency, i.e., 

express Nyquist characteristics using an empirical equivalent circuit for traditional UCs with 

smooth corrugations. The impedance of the CNU with long CNT cylinders protruding on electrode 

surfaces cannot be systematically determined using equivalent circuit models. Changes in the UC 

structure or the electrolyte mass and/or volume density is equivalent to those in the resistance, 

inductance, and capacitance of the UC model, and empirical equivalent circuit models cannot 

meet this objective. Thus the existing UC models are not adequate for our study. To mitigate the 

scarcity of such approach, we have recently developed a particle-based physical model, using 

molecular dynamics [1,38-39], which yielded results that compared well with existing 

experimental data [40]. Such a model enables us to calculate the electric field between the 

electrodes, keep track of the electrolyte ionic motion in the capacitor, and evaluate the device 

parameters and performance under an arbitrary set of geometrical parameters, electrolyte 

properties, and voltage excitation.  

Following the development of our molecular dynamics (MD) algorithm in [1], we apply this 

model to investigate the relationship between CNU capacitance and electrode geometry [41]. In 

particular, we examine the dependence of CNU linear capacitance density CDL (in farad per unit 

electrode width) on electrode-to-electrode separation Ly, CNT length LCNT, and CNT linear packing 

density DCNT (ratio of CNT diameter d to CNU cell width WC), and compare our simulated results 

with available experimental data [42]. Our results show that there is an optimal DCNT range above 
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which CDL drops dramatically, even below that of the equivalent parallel-plate capacitor (when 

LCNT = 0). This behavior is attributed to the formation of an electrolyte ionic trap near the CNT 

base, which occurs at a CNT-to-CNT separation of approximately (
2

3
) 𝐿𝐶𝑁𝑇.  The proximity of CNTs 

at this separation creates too large a potential barrier between adjacent CNTs for the electrolyte 

ions to overcome, which are in turn trapped and prevented from participating in the formation 

of a DLC. This and other findings reported here serve to enhance our understanding of the CNU 

performance that can lead to development of necessary guidelines for eventual CNU cell design.  

In this dissertation we present in detail the modeling of a CNU cell. In Chapter 2 we describe 

in a detail the theoretical basis of our simulation methodology along with the proper theoretical 

background governing our model. We define and describe the simulation unit cell and provide 

the proper scaling relationships between a real CNU cell and our computational model. We define 

the coulomb interactions of the electrode and electrolyte particles in the computational unit cell 

and describe the proper boundary conditions to ensure conservation of energy in the unit cell 

during the transient simulation. We continue to describe the total current in the model and 

provide a detailed derivation of the scaling relationships of the velocity, electrolyte collision 

period, resistance, time and frequency that bound our model. In Chapter 3 we continue to use 

the aforementioned definition of our computational cell and use the methodology to extract a 

cyclic voltammetry (CV) and a Nyquist plot and compare that to existing experimental data. We 

show that the electrical behavior of a CNU can be described by electrolyte polarization and ionic 

spatial distributions in the capacitor volume. We also proceed to suggest electrical equivalent 

circuit models of the CNU. In Chapter 4 we continue to develop the proper criteria for CNU cell 

design. We examine geometrical dependencies like the electrode-to-electrode separation, the 
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CNT length and the CNT density as well as the effect of scan rate on the CNU capacitance density. 

We conclude by paving the way to future work as well as a detailed explanation of the 

computational algorithm describing the CNU cell. 
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Chapter 2 
Simulation Methodology and Theoretical Background 

 
 
 
 

 One of the challenges in developing a molecular-dynamics simulation environment is the 

approximation of the physical 3-D vertically grown CNT array with an appropriate model. In our 

approach, the 3-D CNT “forest” is approximated by a 2-D equivalent. The justification of this 

dimensional transformation is the assumption that transport is channeled only in the direction 

normal to the electrode’s perfectly reflecting walls at either end of the simulation cell, while 

neglecting transport in the transverse directions. For our study we assume vertically grown CNTs, 

but in general our methodology can assume any arbitrary CNT orientation with respect to the 

electrode walls. In addition, boundary conditions selection is critical not only in ensuring electrical 

interaction exists between adjacent CNT unit cells but also conservation of energy in the CNU 

volume that results in a stable computational process. The simulation is a two-step iterative 

process; first, the charge distribution on each CNT electrode is calculated using a full molecular 

dynamics solution, and second, the calculated electrode charge distribution is allowed to interact 

with the electrolyte ions yielding the desired CNU electrical characteristics. Details of the 

simulation methodology are described also below. 

 The objective of the foregoing analysis and the first part of our research, is to establish an 

accurate model and a set of assumptions to compute the frequency-dependent impedance of 

the CNU and compare it with an experimental Nyquist and CV plots. To realize such a comparison, 

we must scale the experimental electrolyte ion volume density Ne of 6 moles/liter of K+OH- and 

CNU dimensions to our simulated unit cell. Such scaling will also be described below. In the 
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second part of our research we apply the methodology to shed light in an actual cell design, with 

a focus on the optimization of it’s structure. 

 The analysis of ultracapacitor operation reported in the literature thus far is largely 

phenomenological, using an equivalent circuit model consisting of capacitors and resistors to 

simply fit the measured Nyquist plot [1-8].  There are no detailed science-based models 

explaining how electrolyte ions move under the influence of charges on the plates, leading to the 

measured electrical behavior. The absence of science-based modeling makes the design and 

quantification of experimental variations in the UC cell at best empirical that depends heavily on 

trial-and-error. For successful development of such a potentially far-reaching and timely 

technology, modeling based on sound scientific understanding must be carried out.  

 In addition to the complex geometry of the CNU, the electric field singularity at the tips 

of the nanotube makes the direct solution (analytical or numerical) of the Poisson’s equation in 

the capacitor cell rather challenging. With molecular dynamics [9-14], we distribute electrode 

charges throughout the complex CNU structure. Then we solve for the ionic motion inside the 

CNU and calculate the total current, thus providing us with the degrees of freedom necessary to 

optimize the cell design based on CNT size and density, electrode separation/size, and applied 

voltage.  

2.1. Defining Simulation cell and Scaling Considerations 

       We approximate the 3-D CNT “forest” by a 2-D equivalent. This dimensional transformation 

preserves the volume density (using the concept of super-particle), ionic momentum and 

acceleration, ensemble average drift velocity, ionic collision period, and capacitor current 
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density. Once this set of conditions is imposed, we can then obtain Rsim=Rexp, Csim=Cexp/k0, and 

Lsim=Lexp/k0, where k0 is the scaling factor defined in Figure 2.1 (A.1) and Rsim, Rexp, Csim, Cexp, Lsim, 

and Lexp are the measured and simulated CNU resistances, capacitances, and inductances, 

respectively. The transformation of the 3-D UC cell to a 2-D unit cell is shown in Figure 2.1 (A.1). 

From the scaling relations given above, frequency scales as fsim=k0 fexp. Table I summarizes the 

scaling relations for all parameters used in our simulations. Keep in mind that various equivalent 

scaling relationships might be stated. For example, we can scale resistance but keep the collision 

period intact, or, equivalently we can scale the collision period but let the resistance unchanged. 

 During the simulation, we also need to preserve the experimental electrolyte volume 

density, Ne. To do so, we calculate the experimental electrolyte “one-ion volume” and scale it 

linearly to the simulated volume, which is assumed to be “one-ion” thick. The simulation cell 

thickness ts shown in Figure 2.1 is calculated by linearly scaling the electrolyte volume density to 

a single ion. If Nexp and Nsim are the numbers of ions in the experimental and simulated cell 

volumes Vexp and Vsim, respectively, we then have Ne = Nexp/Vexp = Nsim/Vsim, ensuring that Ne is 

preserved throughout. From the definition of k0, we obtain Nexp = k0Nsim. To preserve the total 

ion mass and charge between experiment and simulation, each simulated ion (super-particle) 

must have mass and charge k0 times larger than those of the ion in the experimental electrolyte 

ion. This infers that the number of actual ions (positive or negative) in each superparticle in the 

simulation cell is k0. Thus the drift current characteristics in the simulated unit cell are consistent 

with the experimental electrolyte particle density since the mass to charge ratio of the electrolyte 

remains constant between experiment and simulation.  
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Table I.  Equivalent scaling relationships between an actual and a simulated capacitor cells. k0 is 
the scaling factor defined graphically in Figure 2.1.   
 

 
 
 

2.2. Coulomb Interactions, Boundary Conditions and Conservation of Energy in      
the Unit Cell 
 

 We assume a CNT in a unit cell surrounded by rigid walls on the horizontal boundaries 

and periodic boundary conditions on the vertical cell boundaries, as shown in Figure 2.1 (A.1). 

The rigid wall serves as a reflection plane and energy is conserved during the elastic reflection. 

The Coulomb interaction must be treated using periodic boundary conditions. The most plausible 

implementation utilizes the minimum image approximation, derived from the Ewald Sum 

method [9, 15-20]. The periodic boundary condition will be discussed later in further detail and 

in brief it ensures the coupling among adjacent CNTs. 
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 To ensure proper accounting for Coulomb interaction, two tests have been performed. 

First, the MD algorithm is tested with two different plasma coupling coefficients 

enkBwhere n the particle areal density, kBT the average kinetic (thermal) energy, 

and  the dielectric constant. According to [20], the velocity autocorrelation of electrons in a low 

 environment decays exponentially with time but is oscillatory at high . We study the cases 

0=1.5 (low-density) and 1=8.2 (high-density), as illustrated in Figure 2.2 (A.2), and confirm the 

reported behaviors [9]. We have also confirmed that the electrostatic potential between the 

capacitor electrodes is independent of path selection. In fact, for two independent paths the 

electric potential energy is computed to be within 0.24% of each other. Thus the total energy is 

conserved in the assumed computational cell and throughout the numerical computation [9]. 

Figure 2.3 illustrates the conservation of energy in the coulomb interaction system used in the 

calculation of the aforementioned plasma coupling coefficients above. It illustrates a plot of the 

total energy in an electrode surrounded by purely reflective boundary conditions as a function of 

time. While attaining a steady state equilibrium position in the electrode, the kinetic and 

potential energy in the system is conserved, showing the total energy as constant throughout the 

computation. The coulomb interaction system used here, is exactly equivalent to the electrode 

representation as we have used it in our computation. Once in steady state, the electrode is 

allowed to interact with the electrolyte, for the computation of the total current in the capacitor 

volume. 
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Figure 2.1. Schematic of the geometrical transformation of the actual electrolyte cell to an 
effective 2-D cell, which is then scaled to an equivalent 2-D simulation unit cell with scaling factor 
k0. ts is the average electrolyte ion separation and represents the simulation cell thickness. The 
3-D cell width we is determined from wets= te

2. The electrolyte ion volume density in the actual 
cell, Ne=6 moles/liter, is preserved during this transformation. Nexp and Nsim are the number of 
ions in the actual and simulated cell volumes, respectively. The simulation cell dimensions are ws 

= 1.5 m and h = 3 m.  
 
 

                           

Figure 2.2. Simulated results for a system of negatively charged ions surrounded by periodic 
boundary walls. The normalized velocity autocorrelation of the electrons in the system is 
calculated as a function of time for two different ionic areal densities with ratio n0/n1 = 10000. 
The time scale is normalized to 0.1 ps for 𝛤0 and to 10 ps for 𝛤1  [24]. 
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Figure 2.3. Simulated results for a system of negatively charged ions surrounded by periodic 
boundary walls. The system is equivalent to the plasma coupling coefficient of  𝛤0  as described 
above. The kinetic energy is shown in red, the potential energy in blue and the total energy is 
green colors. 
 
 

2.3.  Particle Dynamics in the Unit Cell 

 The unit cell is filled with the electrolyte, KOH, and an AC voltage is applied across the 

electrodes. The total current density (Jtot )  is then calculated as the time and ensemble averages 

of the electrolyte drift current (Jdrf tot ) plus the displacement current between the CNU electrodes 

(Jdsp.), with the total drift component expressed as  Jdrf  tot  =   Jdrf (K+) - Jdrf (OH-) in Jtot  =  Jdrf  tot + 

Jdsp.. The field created by the CNT electrodes is determined by separately analyzing the electrodes 

in a damping MD mode [9-14,24]. Therefore, the applied voltage is manifested as electrode 

charges fixed at designated locations and each charge oscillates as q(t) = q0cos(t). Figure 2.4 

shows the electric field lines and normalized potential contours in the capacitor for an electrode 
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charge distribution at 0.6 V. The CNT and the capacitor horizontal metallic walls are equipotential 

surfaces. 

We employ the concept of “super-particle”, a massive and highly-charged ion. Under this 

assumption, the total force on the massive super-particle is determined by the applied voltage 

and the total friction in the electrolyte. Starting from the total force on a single ion, we formulate 

the equations of motion for the super-particle as follows. 
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 Here is the collision period in the electrolyte, avv


the center of mass velocity, iv


 the 

drift velocity, im  the electrolyte-ion mass, iq  the electrolyte-ion charge, iA


 the electrolyte-ion 

acceleration, 
iE


 the electric field strength, iF


 the electrolyte-ion force, Q the center-of-mass 

charge, M the super-particle mass, avE


the center-of-mass electric field, and ijR


 the electrode-

to-electrolyte-ion distance, with (i, j) being the superparticle index. Equation 2.1 describes the 

general force equation on a single particle. In Equations 2.2 and 2.3, the electrolyte electric 

Coulomb force does not influence the center-of-mass motion of the super-particle. The total 

force on the electrolyte ions given by Eq. (2.3) consists of contributions only from the electric 

field and dynamic friction, the latter being the electrolyte resistance. The last term in Eq. (2.2) 



16 
 

vanishes in the limit of a very large super-particle, k0  . From the variables defined above,  

and k0 are the only required input to the MD simulation and are obtained from experiment [21]. 

is extracted from the real part of experimental Nyquist plots. The simulation is performed in a 

time-domain iterative process during which the total force per electrolyte particle is calculated 

based on the electrode applied voltage acceleration and electrolyte friction deceleration, with 

the new displacement computed accordingly. Thus the total current in the CNU cell is computed 

for a given voltage, from which the impedance characteristics are obtained. 

 

             

Figure 2.4. Normalized potential contour plot and electric field lines in the simulated CNU cell for 
OCV = 0.6 V. The top electrode is positively and the bottom electrode is negatively charged. 
 

2.4. Boundary Conditions in the Unit Cell 

 One of the key features of our MD algorithm is that we can allow electrical interaction of 

neighboring CNTs in the computational cell. That is a key and imperative feature of our 

computational algorithm that not only enables a realistic model representation of a CNU but also 
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paves the prospect of a successful correlation to an experiment. The CNT to CNT interaction is 

implemented through a periodic boundary condition that truncates the computational cell on 

the east/west boundaries of the computational cell. What the periodic boundary actually does, 

it allows allows electrolyte particles that transverse through it on one side of the computational 

cell to appear on the other side of the computational cell as if the truncated periodic boundaries 

of the computational cell were connected together. This spatial transformation of the electrolyte 

particles through the periodic boundary conditions conserves both the kinetic and the potential 

energy of the particles. In brief the periodic boundary condition can be described as: 𝜈⃗{𝑅⃗⃗ + 𝑤⃗⃗⃗}  =

 𝜈⃗{𝑅⃗⃗} , with a spatial transformation of the electrolyte ion given by: (𝑅⃗⃗ + 𝑤⃗⃗⃗)   ⟹  𝑅⃗⃗, where 𝜈⃗ the 

electrolyte particle velocity, 𝑅⃗⃗ the electrolyte particle position and 𝑤⃗⃗⃗ the size of the 

computational cell (or the distance between the periodic boundary conditions). These conditions 

conserve linear momentum and hence conserve the total energy in the CNU system. The 

boundary condition here is consistent with the minimum image approximation method as 

dictated by the Ewald sum, and conserves the momentum of the ionic particles participating in 

the simulation [15-20, 9]. 

 In addition to the periodic boundary condition to the east/west of the computational cell, 

the proper boundary condition is imperative to be selected for the electrolyte/electrode 

interface. To preserve the energy of the electrolyte ions that bounce on the electrode walls, we 

employ a perfect reflecting wall. When an electrolyte ion hits an electrode, it bounces back 

perfectly by retaining both it’s kinetic and potential energy at the point of impact. The reflecting 

boundary condition can be simply described by the following velocity and spatial position 

relationships: 𝜈⃗{𝑅⃗⃗}  =  −𝜈⃗{𝑅⃗⃗}, with the electrolyte ion spatial position unchanged:  
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 𝑅⃗⃗  ≡ 𝑅⃗⃗. Similar to the periodic boundary condition for the east/west of the computational cell, 

the perfect reflecting electrode walls to the north/south of the computational cell conserve the 

total linear momentum and hence the total energy in the CNU system.  

2.5. Total Current in the Simulation Unit Cell 

 In this section we demonstrate the theoretical model for the total current in the capacitor 

volume, in order to justify our computational results. Let’s start with the equation of the total 

drift current density 𝐽 in the capacitor volume as a function of the electrical conductivity 𝜎 of the 

electrolyte, the electric field 𝐸⃗⃗ between the capacitor electrodes, the free electrolyte charge in 

the capacitor volume 𝜌𝑓, and the velocity of the free electrolyte charge 𝜈⃗. 

𝐽  =  𝜎𝐸 ⃗⃗⃗⃗  +  𝜌𝑓 𝜈                 (2.4)  

The first term in the total current above represents the conduction component of the drift 

current and the second term is somewhat analogous to convection due to motion of charges in 

the CNU volume.  

 Next, let us consider the equation of motion of the free electrolyte charges in the 

presence of the electrode applied voltage, where m is the electrolyte ion mass and 𝜏 the collision 

period between electrolyte ions in the presence of the electrode applied electric field 𝐸⃗⃗. 

                                                  𝑚
𝜕𝜈⃗⃗⃗

𝜕𝑡
 = 𝑞𝐸 ⃗⃗⃗⃗ −

𝑚∙𝜈⃗⃗⃗

𝜏
    (2.5) 

The first term on the right side of Equation 2.5 is the electrostatic force and the second term the 

friction force. Taking now the Fourier transform of the equation of motion (Equation 2.5) above 

and solving for the electrolyte drift velocity phasor 𝜈⃗(𝜔) we get, 
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                                                       𝜈(𝜔) =  
𝑞𝐸⃗⃗̃(𝜔)(1+𝑗𝜔𝜏)

𝑚

𝜏
(1+𝜔2𝜏2)

              (2.6) 

 
Substituting now the above (Equation 2.6) into the total current given in Equation 2.4, we get the 

total convection current density in the capacitor volume as a function of the angular frequency 

(𝜔), 

       𝑗̃⃗𝑓 (𝜔) = (𝜎 − 𝜌𝑓
𝑞

𝑚

𝜏
∙(1+𝜔2∙𝜏2)

)  ∙ 𝐸⃗⃗̃(𝜔)   +  𝜌𝑓
𝑗𝜔𝑞𝜏

𝑚

𝜏
∙(1+𝜔2𝜏2)

𝐸⃗⃗̃(𝜔)  (2.7) 

At the low frequency limit, the equation above becomes 

               𝑗̃⃗𝑓 (𝜔) =  (𝜎 − 𝜌𝑓
𝑞𝜏

𝑚
) ∙ 𝐸⃗⃗̃(𝜔)   +  𝜌𝑓

𝑗𝜔𝑞𝜏2

𝑚
𝐸⃗⃗̃(𝜔)  (2.8) 

Where the first term in the equation above represents ohmic resistance, and the second term a 

capacitive reactance. Therefore, at the low frequency limit, the computational CNT cell can be 

represented with a resistor in series with a capacitor ( 𝑅 +  
1

𝑗𝜔𝐶
 ). On the other hand, at the high 

frequency limit, the total current density in the capacitor is represented by 

                    𝑗̃⃗𝑓 (𝜔) =  (𝜎 − 𝜌𝑓
𝑞

(𝜔2∙𝜏∙𝑚)
) 𝐸⃗⃗̃(𝜔) + 𝜌𝑓

𝑞

(𝑗𝜔𝑚)
𝐸⃗⃗̃(𝜔)    (2.9) 

which is nothing but an ohmic current term in series with an inductive reactance. As a result, the 

high frequency limit impedance response of the CNT cell is just a resistor in series with an 

inductor (𝑅 + 𝑗𝜔𝐿).  

 Therefore, our algorithm is consistent with the theoretical current expected behavior and 

can recover the full electrical parameters of a CNU cell using just ionic movement and 

distributions in the capacitor volume. Ionic movement alone can recover the electrical properties 

of the capacitor model. 
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A special case of total current exists in the capacitor volume when the capacitor is fully 

charged. When this condition exists full screening between the electrode and electrolyte in the 

capacitor volume exists and therefore the convection current → 0. Therefor the equation of the 

total current needs to be re-examined. Rewriting Equation 2.4 with the addition of a 

displacement current density term, 

𝐽 = 𝜎𝐸 ⃗⃗⃗⃗ + 𝜌𝑓 𝜈 + 𝜀0
𝜕𝐸⃗⃗

𝜕𝑡
                   (2.10) 

where 𝜀0 the permittivity of free space. When the electrolyte ions are drifting in the capacitor 

volume then  𝜎 ∙ 𝐸 ⃗⃗⃗⃗  +  𝜌𝑓  ∙ 𝜈⃗   >>   𝜀0 ∙
𝜕𝐸⃗⃗

𝜕𝑡
    and Equation 2.4 persists, with the drifting 

component of the total current being the dominating current component. When the capacitor is 

fully charged then the double layer potential dominates, with the convection current  → 0 and 

therefore the total current is dominated by the double layer displacement current as shown from 

Equation 2.4,    𝜎 ∙ 𝐸 ⃗⃗⃗⃗  + 𝜌𝑓  ∙ 𝜈⃗    <<   𝜀0 ∙
𝜕𝐸⃗⃗

𝜕𝑡
 . 

With the addition of the double layer displacement current we complete the equation for 

the conservation of the total current in the capacitor volume [22]. Figure 2.5 below, graphically 

illustrates the computation of the drift and displacement current components in the extraction 

of a sample cyclic voltammetry plot. The ramp applied voltage in the extraction of a CV plot is 

very slow to capture a full charging and recharging cycle of the CNT capacitor model and as such, 

the total current is dominated by the displacement current.  
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Figure 2.5. Illustration of the total current calculation and the current constituents in the 
computation of a Cyclic Voltametry plot within the computational cell. The total current is the 
summation of the convection and the displacement currents in the capacitor volume. 
 
 
 

2.6. Derivation of Scaling Relationships Between Simulated and Real CNU Cell 
 
 In this section we give a detailed derivation of the scaling relationships used in the 

modeling of a CNU. These relationships aim to scale the simulated model to an experimental CNU 

cell. The computational resource limitations of such a problem can not allow for an unlimited 

number of particles in the MD algorithm. As such we lump the electrolytes into a finite number 

of super-particles in order to preserve the electrolyte volume density between the simulated 

model and the experimental CNU cell. Below we examine how the concept of the super-particle 

scales the physical parameters of the CNU cell. 
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2.6.1. Velocity Preservation 

 We start by defining the total force on a super-particle 𝑄 =  𝐾0 𝑞𝑒 where 𝐾0 the size of 

the super-particle and 𝑞𝑒 the individual electrolyte particle charge. The total force on the 

electrolyte particles due to the electrode voltage source is hence given by: 

                         𝐹⃗𝑡𝑜𝑡  = 𝐾0 ( 
𝑞𝑒𝑞𝑠

4𝜋𝜖0|𝑅|2
𝑎̂𝑅  −  

𝑞𝑒

𝜏
𝜐⃗𝑑)  =  𝐾0𝐹⃗𝑟 (2.11) 

Where, 𝐹⃗𝑡𝑜𝑡 is the simulated total force on an individual electrolyte particle, 𝑞𝑠 the electrode 

charge acting upon the electrolyte particle 𝑞𝑒 , 𝜐⃗𝑑 the velocity of the electrolyte particle, 𝜏 the 

electrolyte collision period in the capacitor volume and 𝐹⃗𝑟 the equivalent experiment equivalent 

force acting on the electrolyte 𝑞𝑒. Using the above equation, the partial velocity Δ𝜈⃗⃗⃗⃗⃗
𝑒 on the 

electrolyte particle 𝑞𝑒 can be expressed as: 

                                         Δ𝜈⃗⃗⃗⃗⃗
𝑒  =  

𝐹⃗𝑡𝑜𝑡

𝐾0𝑚𝑒
Δ𝑡 =  

𝐹⃗𝑟

𝑚𝑒
 Δ𝑡  (2.12) 

where 𝑚𝑒 the individual electrolyte particle mass. Here we observe that the implementation of 

the supper-particle in the computational algorithm preserves the drift velocity of the electrolyte 

particles between a real CNU case and the computational unit cell. 

 

2.6.2. Electrolyte Collision Period and Resistance Preservation 

 Next we consider how the electrolyte collision period 𝜏𝑒 and the cell resistance 𝑅𝑠 of the 

simulated unit cell are preserved due to the presence of the super-particle. We first define the 

electrolyte collision period in the simulation unit cell as 

                              𝜏𝑒  =  (
1

𝑅𝑠
) (

𝐿𝑒

𝐴𝑒
) (

1

𝑛𝑒
) (

𝑚𝑒

𝑞𝑒
2) (

1

𝐾0
)  =  

𝜏𝑟

𝐾0
,  (2.13) 
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where 𝐿𝑒 the the distance between the electrodes and 𝐴𝑒 the area of the electrode. Both 𝐿𝑒 and 

𝐴𝑒 are preserved between the simulation and the experiment, and 𝑛𝑒 is the electrolyte volume 

density. From the above equation we choose to preserve the resistance 𝑅𝑠 between the 

experiment and the simulation and that is exactly equivalent to scaling the experimental collision 

period 𝜏𝑟  in our simulation by a super-particle factor of 𝐾0.  

 

2.6.3. Time and Frequency Scaling. 

 We rewrite the electrolyte particle, 𝑞𝑒, partial velocity in eq. 2.12 as 

                     Δ𝜈⃗⃗⃗⃗⃗
𝑒  =  

𝐹⃗𝑡𝑜𝑡

𝑚𝑒
(

Δ𝑡 

𝐾0
)  =  

𝐹⃗𝑡𝑜𝑡

𝑚𝑒
 Δ𝑡  ̃                          (2.14) 

Where Δ𝑡 the real time as observed in an experimental setup and  Δ𝑡  ̃  the simulated scaled time. 

We have already shown and established that the velocity of the electrolyte and total force 𝐹⃗𝑡𝑜𝑡   

is preserved between the real measurement and our computational model. In addition to that, 

from the above time-relationship we see that the simulated scale time is 𝐾0 times smaller than 

the actual real time or equivalently, the experimental frequency is 𝐾0 smaller than the simulated 

model frequency.  Therefore, to recover the proper correlation data the simulated unit cell needs 

to run at a frequency 𝐾0 times larger than that of the experiment. 
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Chapter 3 
Simulation of CNU Cell Using Molecular Dynamics 

 
 

 
 
 In Chapter 2.2 we have described a set of elementary test for the coulomb interactions in 

our Molecular Dynamics algorithm. In this chapter we will proceed to test our Molecular 

Dynamics algorithm with an application on a CNT electrode capacitor cell. Our goal is to extract 

basic fundamental quantities of the simulation cell and compare it with experimental data. In the 

study of UCs, the Cyclic Voltametry (CV) plot and the Nyquist plots are elementary characteristic 

of a capacitor. The former, CV plot, indicates the ability of the capacitor to retain charge and it is 

a plot of the capacitance density in the capacitor over a ramp applied voltage at the electrodes. 

The more-square the CV-plot is in shape, the better the capacitance of the CNT structure. The 

later plot, the Nyquist plot, is a plot of the supercapacitor impedance as a function of the 

capacitance density and frequency and it indicates the range of frequencies over which the 

structure is capacitive. 

 Figure 3.1 shows the measured Nyquist plots for a CNU at two applied voltages. Our 

simulation results are also shown on the same Figure, and will be discussed in the Results and 

Discussion section. A Nyquist plot displays the capacitor’s frequency-dependent reactance -Im(Z) 

as a function of resistance Re(Z), with the applied voltage frequency as a parameter. The plot was 

obtained from Electrical Impedance Spectroscopy (EIS) measurements for a CNU consisting of a 

6 moles/liter KOH electrolyte solution subject to an applied voltage [1].  

 Figure 3.2(a) shows the experimental CV plot for the same capacitor obtained using a 

voltage sweep rate of 1 mV/s [1]. It displays the total current through the capacitor as a function 
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of voltage. Figure 3.2(b) illustrates the simulated CV plots for a CNU with the same electrolyte 

ion volume density Ne as the experimental one, which will be discussed in the Results and 

Discussion section. In CV measurements, the capacitor is linearly charged with time and 

subsequently allowed to discharge, providing information about the total capacitance and the 

capacitor’s ability to store energy between the electrolyte ions and electrodes [1-16]. Both the 

CV and the Nyquist plots characterize the capacitor’s electrical performance and are examined 

here in detail as a means of validating the application of the MD algorithm application in 

supercapacitors and in particular here in this study the CNU. Our goal is to show that electrolyte 

ionic movement and distributions in the UC volume are sufficient to characterize the UC. In 

addition, we proceed to fit the Nyquist plot into an equivalent capacitor RLC model/circuit.  

 

3.1. Nyquist plot extraction and comparison to experiment 
 

 The experimental Nyquist plots shown in Figure 3.1 were obtained at open-circuit peak 

sinusoidal voltages (OCV) of 0.2 V and 0.6 V [1], respectively. It describes the capacitor’s 

reactance versus resistance behavior in different frequency regimes, with the far right of the plot 

being the low-frequency and the left being the high-frequency impedance response. As observed 

from this plot, the simulated results compare well with their experimental counterparts. Using 

existing phenomenological models [17-24], such a direct comparison would not have been 

possible. In the simulation, the double layer capacitance (DLC), resulting from the electrode and 

the electrolyte ion charges, is used to describe the CNU behavior. The DLC has a maximum value 

at dc, when the electrolyte ions are closely attached to their respective electrodes. It is 
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responsible for the large amount of energy stored in the capacitor and is frequency-dependent, 

as shown in Figure 3.1.  

 Our simulation results reveal that the higher the OCV is, the higher the frequency at which 

the DLC vanishes. At higher OCVs, the electrolyte ions tend to maintain a close proximity to the 

electrodes, thus creating a larger DLC, which is less sensitive to frequency variations as shown in 

Figure 3.1. As a result, a higher frequency is required to counter the added inertia of the 

electrolyte ions due to the presence of a higher electrode force. In addition, our model 

underestimates the effect of the DLC, which is partly attributed to the absence of a hollow 

channel inside each CNT in the simulation model [25,26]. The straight and rigid large-diameter 

nanotubes used as electrodes in the experimental data [1] were obtained using chemical vapor 

deposition (CVD) of propylene at 800 o C within the pores of an alumina template (P800AL) and 

were arbitrary in orientation. 

                    

Figure 3.1. Experimental and simulated Nyquist plots for a CNU with a 6 moles/liter of KOH 
electrolyte at 0.6 V and at 0.2 V. Simulated and measured results are shown in dashed and solid 
lines, respectively. The three frequency regimes are identified by fLOW, fMID, and fHIGH, respectively. 
Two points on each experimental plot are indicated by their respective frequencies [3.1]. 
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3.2. CV plot extraction and comparison to experiment 
 

 The measured CV plot [1] at a voltage ramp rate of 1.0 mV/s is shown in Figure 3.2(a), 

while the simulated CV plots of the CNU cell for three different voltage ramp rates, 1.0, 1.6, and 

2.0 mV/s are shown in Figure 3.2(b). The simulated results show that the displacement current 

in the CNU increases with increasing voltage. Overall, the simulated CV plot is qualitatively 

consistent with the measured data [27]. While the CV plots offer some insight into the CNU’s 

charging and discharging characteristics, it does not provide any frequency dependence 

information.  

                             
  

Figure 3.2.  Measured and simulated CV plots. (a) Measured CV plot for electrolyte concentration 
of 6 mole/liter and at voltage ramp rate of 1.0 mV/s [17]. (b) Simulated CV plots for the same 
electrolyte concentration and at voltage ramp rates of 1.0 mV/s, 1.6 mV/s, and 2.0 mV/s, 
respectively. 
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As stated in Chapter 1, we model CNT as a solid rectangular structure which does not include 

the effects of the hollow interior, porosity, defects, and surface roughness. Further, we assume 

the electrical double layer is a result of pure Coulombic attractions between ions in the capacitor, 

ignoring pseudo-capacitance reactions. Nevertheless, similar to other studies [25-26], the 

simulated CV plot is almost rectangular in shape, suggesting that the CNT electrodes are well 

suited for large energy storage.  

 

3.3. Simulation of electrolyte ionic polarization 
 

 Our primary assumption is that electrolyte ionic movement and distribution in the 

capacitor volume alone is sufficient for extracting the CNU electrical characteristics. The ensuing 

narrative describes how this is possible based on the simulated results shown in Figure 3.3.  

 

Figure 3.3. Ionic distribution snapshots at (a) low, (b) mid, and (c) high frequencies in the 
simulated unit cell at 0.6 V, where the CNT electrodes are situated at opposite walls of the cell 
indicated by green lines. Negative charges are denoted in blue and positive in red. CDL is the 
double layer capacitance, C0 the capacitance between the oppositely-charged electrolyte ions, 
and P(f) the electrolyte ion average polarization distance. 
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At very low frequencies, electrolyte ions can screen electrode charges almost perfectly as 

shown in Figure 3.3(a), and maximize the double layer energy storage in the capacitor by reducing 

the ion-electrode separation. In this frequency region, the electrolyte ions are well separated 

leading to two well-defined double-layer capacitances and a maximum average free charge 

polarization distance, P(f), as shown in Figure 3.3(a). Current continuity in the CNU is thus 

achieved through a strong capacitive drift convection current density, which is capacitive in 

nature, a “parasitic” ohmic drift current correction, and a very weak displacement current 

density. When max{P(f)} is reached at low frequencies, the electric field between the CNTs is very 

small, resulting in a small electrolyte-electrolyte ion capacitance C0 and a weak displacement 

force. A limiting case of the low-frequency scenario is the CV plot of Figure 3.2. At an extremely 

slow-varying voltage approaching dc the ions are completely attached to their respective 

electrodes and unable to drift. In this scenario the current continuity in the capacitor volume is 

achieved through a displacement current and a very weak drift current correction.  

 At intermediate frequencies, the CNU still continues to exhibit capacitive characteristics. 

However, at this stage, the electrolyte ions move farther away from the electrodes, as shown in 

Figure 3.3(b), yielding a smaller CDL. Here the electrolyte ions are at their peak drift position, 

farther away from the electrodes and decreasing as the capacitance decreases (the average free 

charge polarization distance in the capacitor volume is now smaller than in the low-frequency 

case). Although the capacitance due to the electrolyte ions, C0, is now larger, the decrease in CDL 

is much more dramatic, resulting in an overall decrease in the total capacitance. This causes the 

“bump” in the Nyquist plots in Figure 3.1. C0 is smallest at dc during which the electrolyte and 

electrode ions are closest to each other, maximizing the distance between positive and negative 
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ions and minimizing the total electric field. At intermediate frequencies, the electrolyte ions still 

maintain in a non-uniform distribution as shown in Figure 3.3(b), and unlike the low-frequency 

case, current continuity in the CNU is achieved only through a “weaker” capacitive convection 

current density and stronger drift current correction. At both high and intermediate frequencies, 

the CNU behaves like a frequency-dependent parallel RC-circuit. 

 At much higher frequencies the CNU displays an inductive component. The heavy 

electrolyte ions can no longer follow the bias changes and the electrolyte loses its dielectric 

ability. The total current density in the capacitor is then dominated by inductive-convection and 

ohmic-drift components. Due to the uniform distribution of the electrolyte ions shown in Figure 

3.3c, the ability of the structure to store energy is diminished, resulting in a negligible CDL. At this 

stage the electrolyte exhibits inductive and resistive behavior and behaves much like a series RL-

circuit, because the system tends to have a voltage in the opposite direction of the current (ions 

are so heavy that they cannot follow the quick change in the voltage polarity at high frequency). 

The high-frequency CNU characteristics are of particular interest in high-speed switching 

applications, where high current is needed in the MHz regime. This finding further necessitates 

the development of a science-based model to elucidate the frequency dependence of CNU 

behavior. 

 By extracting the CNU impedance frequency response from the Nyquist plot, the 

impedance of the CNU is obtained as a function of frequency, as shown in Figure 3.4 (solid lines). 

At low frequencies, as expected, the CNU has negative (capacitive) reactance and a finite, 

exponentially decaying resistance value. As frequency increases, the reactance becomes positive 

and the CNU starts to exhibit slight inductive behavior and a frequency-independent resistance. 
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This resistance value corresponds to the one at the high-frequency end of the Nyquist plot in 

Figure 3.1. 

 

Figure 3.4. Comparison of simulated CNU impedance with that calculated using circuit models (a) 
and (b). The second model yields an improved fit (dashed lines) to the simulated results (solid 

lines). The fitted values of circuit elements are: (a) L0=145 mH, C0=35 mF, RHF=0.45  and RLF=18 

. (b) L0=135 mH, C0=25 mF, RHF=0.35 , RLF=9 , Rd=0.6  and Cd=98 mF. 
 
 

3.4. CNU equivalent circuit  
 

From the simulation results and following the ionic distribution discussion above, we proceed 

to propose two equivalent lumped-circuit models for the CNU, as given in Figure 3.4. The 
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impedance obtained using the first model (dashed lines in Figure 3.4a captures the resistance, 

inductance, and convection capacitance of the CNU. The second model (Figure 3.4b) offers a 

slightly better fit for both the resistive and reactive components of the impedance by 

incorporating additional circuit elements to account for the electrolyte dielectric absorption, Rd 

and Cd. In the low and mid-frequency regimes, both circuit models capture the frequency-

dependent capacitive and resistive behaviors of the CNU. At high frequency, the CNU impedance 

is dominated by its inductance and its frequency-independent resistance.  

 Using a scaling scheme to model the 3-D CNU cell, we are able to simulate the capacitor 

operation. Our results demonstrate the importance of a science-based approach in modeling the 

CNU performance. We have developed a molecular dynamic algorithm that is used to compute 

the current in the CNU from electrolyte and CNT electrode charge distributions. The total current 

continuity in the capacitor is achieved through a dominant convection current component, which 

is capacitive in nature.  At low and intermediate frequencies, the electrolyte ions have a distinct 

polarization which gives rise to a convection current. At high frequency the electrolyte ions 

polarization vanishes and the reactance becomes inductive. Further we have shown that the 

current continuity in the CV plot is dominated by displacement currents. This can be viewed as 

the limiting case of the low-frequency behavior where ions are idle and attached to their 

respective electrodes. We have also computed the impedance of the CNU and proposed 

equivalent circuit models that accurately predict the CNU performance across a wide frequency 

spectrum. And our simulation results compare well with existing measured Nyquist and CV plots. 

 Thus, the proposed MD algorithm that we have developed, successfully recovers the 

fundamental characteristics of a capacitor successfully. 
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CHAPTER 4 
Design Criteria for CNU cell 

 
 
 
 
 Once we have shown that the proposed MD algorithm can successfully recover the 

electrical properties of a CNU [1-32], we proceed on to develop the necessary methodology to 

optimize vertically grown CNU geometrical features such as CNT length, electrode-to-electrode 

separation, and CNT packing density. The electric field and electrolyte ionic motion within the 

CNU are critical in determining the device performance. Using a particle-based model (PBM) 

based on molecular dynamics (MD) techniques we developed and reported in chapters 2 and 3, 

we compute the electric field in the device, keep track of the electrolyte ionic motion in the 

device volume, and evaluate the CNU electrical performance as a function of the aforementioned 

geometrical features. We show that the PBM predicts an optimal CNT density.  Electrolyte ionic 

trapping occurs in the high CNT density regime, which limits the electrolyte ions from forming a 

double layer capacitance (DLC). In this regime, the CNU capacitance does not increase with the 

CNT packing density as expected, but dramatically decreases. Our results as you will see, compare 

well with existing experimental data and the PBM methodology can be applied to an 

ultracapacitor built from any metallic electrode materials, as well as the vertical CNTs studied in 

our research here. 

 

4.1. Cell design considerations 
 

 Using the methodology reported above [1], we solve for the electric field between the 

nanostructured metallic electrodes. The method is essentially a Poisson equation solver using 
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MD based techniques with a boundary condition defined at the electrode surface, whose 

potential takes designated values consistent with the CNU device voltage input. We use MD to 

subject the device electrode charges (as a coupled system of two electrodes) to the Coulomb 

forces dictated by the device applied voltage and then allow them to relax to their equilibrium 

locations [33-39]. This is how electric field in the UCs volume is obtained. In the present PBM, we 

then keep track of electrolyte ionic motion as dictated by the aforementioned device electric 

field, and convert it to device output current. By defining the input voltage and computing the 

output current, it is straightforward to evaluate the device performance. It is obvious in this 

methodology that the electrode material can be anything as long as it is conducting. We will 

study CNTs for demonstration purposes, but the nanostructured electrode can be anything made 

of a conducting material. There are recent reports of UCs using new nanostructured electrode 

materials [40,41] and the methodology described here can apply to those and other UCs with 

different electrode materials, as we will discuss shortly below. 

 Our previous calculations, (chapter 3), confirmed that the electrolyte ionic motion was 

described successfully and yielded CNU impedance that compared well with experiment [1,3]. 

Using a similar approach here, we have developed a methodology that can quantify the CNU 

performance as a function of each of the geometrical variables, Ly, LCNT, and DCNT, as well as cyclic 

voltammetry (CV) scan rate RCV [1,34]. In determining the CDL dependence on each of the 

geometrical parameters, RCV is kept constant.  

 The performance parameter in this study is the CNU CDL. Since our model is two-

dimensional, CDL is expressed as capacitance per unit cell width, as opposed to the three-

dimensional case where the capacitance density would be defined as the capacitance per unit 
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area. Due to the symmetry of the CNU cell and the cylindrical geometry of CNT, the choice of the 

transverse or horizontal component of the electric field normal to the CNT sidewall is arbitrary; 

hence the 2-D model is an accurate description of the CNU volume.   

To examine closely the CNU behavior at high DCNT, we determine the electrolyte ion spatial 

polarization in the CNU cell in the presence of a sinusoidal applied voltage and the electrolyte 

ionic distribution and electric field under CV test conditions. These tests are performed with the 

sole purpose of using the electrolyte ionic motion and distribution to elucidate the contribution 

of the electrolyte ions in the DLC formation on the electrode surfaces. Further, we compare the 

simulated results with experiment for two different CNUs, one having a DCNT twice that of the 

other [3]. The electrolyte used in all simulations is equivalent to that of a 6 mole/litre K+OH- 

solution. 

 Defining the set of CNU design rules based on optimization of its performance is critically 

needed for eventual cell implementation. The results presented below elucidates how the CNU 

geometrical parameters affect the CNU performance and can lead to optimization of the CNU 

cell using a set of well-defined design rules. In particular, we report the results of CNU 

capacitance versus cell parameters, Ly, LCNT, and DCNT, and demonstrate how the simulated 

electrolyte ionic motion supports and elucidates the predicted CNU performance, using the 

methodology outlined above and particle model reported in [1].  

 
 

4.2. Electrode-Electrode separation 
 

The behavior of CDL versus Ly is shown in Figure 4.1(a) for a unit cell with WC = 0.9 µm, d 

= 0.3 µm, and LCNT = 1 µm. CDL values normalized to its maximum in the simulated unit cell [1] are 
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used throughout. For this unit cell, this maximum occurs at Ly
 
=2.2 m (minimum Ly) with a value 

of 7.41 F/m. As expected, this behavior is similar to that of a parallel-plate capacitor, which is 

inversely proportional to Ly in the case LCNT = 0. This was a simple confirmation test and no further 

discussion is needed here. 

 

4.3. CNT length 
 

Figure 4.1(b) shows the normalized CDL versus LCNT for two cell geometries A and B, with 

WC = 0.9 µm, d = 0.3 µm, and Ly = 3.2 m (A) and 6.2 m (B). The maximum CDL value of 5.12 F/m 

at Ly = 3.2 m and LCNT = 1.455 m is used for the normalized CDL for both A and B.  We note that 

CDL increases monotonically with LCNT in either case, as longer CNT corresponds to larger S, which 

is consistent with experimental findings [42]. However, as LCNT increases further and the CNT tips 

are closer to each other, the increase in CDL slows, implying that the proximity of the electrodes 

does not yield any additional improvement in CNU performance. This behavior is attributed to 

the strong electric field between the CNT tips, which creates a large potential barrier for the 

electrolyte ions to overcome in traversing the region between the CNT tips. Thus, to avoid this 

region, the ions move along a path between the electrodes away from the CNT tips, where the 

potential barrier is lower, resulting in an effective decrease in S that offsets the increase due to 

a longer CNT. When this occurs, CDL begins to saturate with further increase in LCNT. As in Figure 

4.1(a), where CDL varies approximately with 1/Ly for a fixed LCNT, the ratio of saturated CDL values 

for A and B matches the reciprocal ratio of their respective Ly values, thus confirming the 

consistency in our simulated results. 
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Figure 4.1.  (a) Normalized simulated CDL as a function of Ly for a CNU unit cell with WC=0.9 m, 

d=0.3 m and LCNT=1 m. (b) Normalized simulated CDL as a function of LCNT for a CNU unit cell 

with WC=0.9 m, d=0.3 m and Ly =3.2 m (A) and 6.2 m (B), respectively. CNU unit cell 

schematic is given in inset. The simulated CDL plot is normalized to the maximum simulated 

value.  

 

4.4. CV scan rate, simulation versus experiment 
 

 To demonstrate the utility of our method, we proceed with a comparison of our simulated 

results with existing experimental data [43]. In particular, simulated and measured CNU 



40 
 

capacitances as a function of RCV are compared for two capacitors, X and Y (simulated), and X’ 

and Y’ (measured), as shown in Figures. 4.2(a) and 4.2(b), respectively, where DCNT for X is 0.1, 

twice that of Y, while X’ has twice the specific surface area as Y’ [43]. The vertical axis in Figure 

4.2(a) is normalized to the maximum simulated CDL evaluated at WC = 3 m and RCV = 40 mV/s, or 

35.08 F/m. The CV ramp rate peak voltage (V0) is 1.2 V. The normalized measured capacitance 

density CD (in F/g) for X’ and Y’ versus scan rate are shown in Figure 4.2(b) [43]. Capacitor X’ 

contains CNTs with diameters 5 nm and length 1020 nm, resulting in a specific surface area of 

400 m2/g. Capacitor Y’ has CNTs 1020 nm in diameter and 1050 nm long, for a specific surface 

area of 200 m2/g [43]. We assume that the measured capacitance density and the measured 

specific surface area are proportional to the linear capacitance density and linear packing density, 

respectively, used in our simulations. The vertical axis in Figure 4.2(b) is normalized to the 

maximum CD value of 110 F/g at a scan rate of 10 mV/s [43]. Both simulated and experimental 

cells show that the capacitance density nearly doubles as the CNT density doubles, at least for 

low scan rates. This behavior is expected since the total capacitor area is proportional to the CNT 

density. However, as the scan rate increases, overcoming the inertia of the electrolyte ions results 

in slower DLC formation at the electrode surface, leading to decrease in capacitance density, as 

evidenced in both simulated and measured results, which is also consistent with experimental 

findings [43-46].  

 Based on our computed CDL of 35.08 F/m and using the scaling rule reported previously 

[1], we obtain an estimated CNU energy density of 9 Wh/kg, for a 3-D unit cell volume of Wc x Wc 

x Ly and multi-walled CNT on 100 nm Cu film electrodes in an electrolyte solution of 6 mole/litre 

K+OH-. This estimated energy density is within the expected range of an UC [47,48] and 
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comparable to the measured result for a similar CNU [18]. The energy density can be enhanced 

by optimizing the CNU cell geometry. 

 

Figure 4.2.  (a) Normalized simulated CDL as a function of voltage scan rate for two CNU cells 

with DCNT=0.1 (X) and DCNT=0.05 (Y), respectively. The cell dimensions are: Ly=3.2 μm, d=0.3 

μm, LCNT=1 μm, WC=3 μm (X) and 6 μm (Y). (b) Normalized CD for two experimental CNU 

cells, with X ́ having twice the CNT density as Y ́ [43]. The simulated CDL plot is normalized to 

the maximum simulated value.  

 
 

4.5. Effect of CNT density on CNU performance and ionic traps  
 

 To optimize CNU performance and develop cell design guidelines, one must study the 

dependence of CDL on DCNT. In our simulations, we consider three configurations: (1) LCNT= 1 m, 

d=0.3 m, Ly=3.2 m; (2) LCNT= 1 m, d=0.6 m, Ly=3.2 m; and (3) LCNT= 1.2 m, d=0.6m, Ly=3.2 

m. The results are shown in Fig. 3. The CDL values are normalized to that for the parallel-plate 

capacitor (LCNT =0), or 2.56 F/m, which is also shown as a reference. The simulations are 

performed at RCV = 35 mV/s and V0 = 1.2 V. Figure 4.3 shows that CDL increases monotonically 

with increasing DCNT.  However, as CDL continues to increase, we observe a dramatic drop in CDL.  
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Figure 4.3. Normalized simulated CDL as a function of DCNT for three CNU configurations: (1) 

LCNT= 1 μm, d=0.3 μm, Ly=3.2 μm; (2) LCNT= 1 μm, d=0.6 μm, Ly=3.2 μm; and (3) LCNT= 1.2 μm, 

d=0.6 μm, Ly=3.2 μm. CDL is normalized to the equivalent parallel-plate capacitance density.  

 

In all three configurations the sudden decrease in CDL starts to occur when the CNT-to-CNT 

separation, Ws = WC -d, is approximately 2/3 the CNT length LCNT. Thus, placing the CNTs at a 

separation less than (2/3)LCNT, either by increasing d or decreasing WC as DCNT increases, 

dramatically reduces the CNU CDL. This behavior is attributed to electrolyte ionic traps that 

prevent the ions from participating in the DLC formation near the electrode surface, as a result 

of the close proximity of the CNTs. Thus, CDL is significantly reduced at close CNT separations. 

This decrease in capacitance at high CNT packing density is consistent with reported experimental 

data for a CNU made of single-walled CNTs [49,50]. 

To further examine the ionic trap formation and the decrease in CDL at high DCNT, we compare 

the ionic polarizations in the capacitor for two different DCNT values in configuration (1), one 

having Ws = 0.2 m = 0.2LCNT, or high DCNT = 0.6, and the other Ws = 1.2 m = 1.2LCNT, or low DCNT 
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= 0.2. The two cases are labelled h and l, respectively in Figure 4.4, which illustrates the 

polarizations for the positive and negative ions in the electrolyte solution, as indicated by the 

ensemble averages of positive and negative electrolyte ion spatial distributions in the CNU cell. 

In this simulation, the CNU is subjected to a sinusoidal voltage with amplitude 1.2 V and period 

10 s across the electrodes. As shown in Figure 4.4, the ionic polarization for high DCNT is much less 

than that for low DCNT. In the former case, the ionic distributions are confined to the mid-section 

between the electrodes, which in turn cannot hold a substantial amount of electrolyte charge. 

Thus, the DLC is diminished significantly. On the other hand, in the low DCNT case, the ensemble 

averages for both positive and negative ions indicate that they can indeed traverse across the full 

distance between the electrodes, thus forming a DLC. 

 

Figure 4.4. Ensemble average of electrolyte ionic spatial distributions for the positive (+) and 
negative (-) ions in the CNU cell, as a function of time for two different DCNT values of 

configuration (1) defined in Figure 4. 3. They correspond to: high DCNT=0.6 with Ws=0.2 

m=0.2LCNT, indicated by (h+, h-) and low DCNT=0.2 with Ws=1.2 m=1.2LCNT, indicated by (l+, 

l-).  
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In addition to the electrolyte polarization distances shown in Figure 4.4, we also show the 

ionic trap in terms of the potential well along the periodic boundaries of the computational cell 

to the east/west sides of the computational box that forms at high CNT densities. Figure 4.5 

shows the normalized potential along the periodic boundaries between the anode and the 

cathode, for the two density configurations as described in the case of Figure 4.4. Figure 4.5(a) 

illustrates the potential “well” between the electrodes of the very high density CNT capacitor 

case and Figure (b) illustrates the potential of a lower density CNT capacitor. As we can see from 

Figure 4.5, at low CNT densities the potential is monotonic between the anode and cathode 

indicating that the electrolyte ions will freely transverse the capacitor volume between the two 

electrodes. On the contrary, in the high CNT density case illustrated in Figure 4.5(b), there exists 

a potential “well” between the two electrodes and it indicates that the electrolyte ions will will 

be trapped at the point of min. potential energy. 

 

Figure 4.5. Potential energy between the anode and cathode electrodes along the periodic 
boundary of the computational cell for two different DCNT values of configuration (1) defined in 

Figure 4.3. They correspond to: (a) high DCNT=0.6 with Ws=0.2 m=0.2LCNT, and (b) low 

DCNT=0.2 with Ws=1.2 m=1.2LCNT 
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The presence of electrolyte ionic traps at high DCNT can be demonstrated with potential 

contour plots as well as snapshots of electrolyte ionic distribution as illustrated in Figures 4. 6 and 

4.7, respectively. Figure 4.6(a) shows the equipotential contours and the electric field in the 

capacitor for the low DCNT case. The electric field E is indicated by broken lines orthogonal to the 

equipotential contours. Figure 4.6(b) shows a snapshot of the simulated electrolyte ionic 

distributions, where the positive ions are indicated in blue and negative ions in red. The potential 

contours in Figure 4.6(a) are consistent with the electrode surface being equipotential. The ionic 

distributions in Figure 4.6(b) display the formation of a DLC near the electrode surface, consistent 

with the polarization results in Figure 4.4. 

                

 

Figure 4.6. (a) Computed contours of the electric potential magnitude and the corresponding 
electric field in the CNU cell for configuration (1), with Ws=1.2 μm=1.2LCNT and DCNT=0.2. (b) 

Time-evolution snapshot of electrolyte ionic distributions inside the same cell, where positive 
ions are indicated in blue and negative ions in red.  
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The equipotential contours and electric field for the high DCNT case are displayed in Figure 

4.7(a), while Figure 4.7(b) shows a similar snapshot of the electrolyte ionic distribution as in the 

low DCNT case. The results demonstrate that the proximity of adjacent CNTs has significantly 

impacted the electrical behavior of the CNU. The electric field shown in Figure 4.7(a) has a large 

horizontal or Ex component, consistent with ionic trap formation between adjacent CNTs, where 

the magnitude of potential is low. This phenomenon is also consistent with the assertion that the 

low potential between adjacent CNTs serves to trap the electrolyte ions and restricts their 

movement, as evident in the snapshot of ionic distributions in Figure 4.7(b). 

Due to computational limitations, solution of Poisson equation is approximated by a finite 

number of electrode charges. The more charges used in the electrode molecular dynamics 

computation, the closer to a continuous electrode charge distribution is achieved. As a result, 

very close to the electrodes, the computed electric field might not display the expected behavior 

of being normal to the electrode surface, as shown in Figures 4.6(a) and 4.7(a). However, it is 

demonstrated in similar computations [32,33,51] that such approximation does not affect the 

principal findings, since in part, in our computational model the electric field is properly restored 

quickly close to the electrode surface. 

Our results can generally apply to any UCs with nanostructured electrodes. This is due to the 

structure of the computational algorithm and the way it solves for the electric field within the 

CNU. Different electrode materials simply reduce to a problem solution of the Poisson equation 

employing the same boundary conditions along the electrode boundary. As long as the electrode 

is metallic enough, the electric field within the UC volume is independent of the electrode 

material. Although CNUs are considered and analyzed as an example for demonstration 
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purposes, our simulation method and results can generally apply to nanostructured electrodes 

by different materials such as carbon-related materials, metal oxides Co3O4, MnO2, Fe2O3, ZnO, 

or carbon decorated ZnO [40,41]. 

 

 

Figure 4.7.  (a) Computed contours of the electric potential magnitude and the corresponding 
electric field in the CNU cell for configuration (1), with Ws=0.2 μm=0.2LCNT and DCNT=0.6. (b) 

Time-evolution snapshot of electrolyte ionic distributions inside the same cell, where positive 
ions are indicated in blue and negative ions in red.  
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CHAPTER 5 
Conclusions and Future Work 

 
 
 
 

 We have proposed to create a physical model for a UC using CNT arrays as electrodes. 

The performance of the modeled UC is analyzed based on solutions of Poisson’s equation 

obtained using molecular dynamic techniques. Although the designed algorithm for the analysis 

and correlation with experiment are for a CNU, our methodology is well suited for other 

electrode materials such as carbon-related materials, metal oxides Co3O4, MnO2, Fe2O3, ZnO, or carbon 

decorated ZnO. Using such algorithm to develop the necessary computational scheme will allow 

us to use our model to understand how the UC performance is related to certain UC geometrical 

and electrolyte features. So far optimizing the UC features has been largely dependent on 

empirical data and trial-and-error experimentation. We have used our model and computational 

methodology to perform a UC optimization analysis and examine features such as CNT diameter, 

length, and density. This analysis will elucidate how these variables affect the UC performance, 

and lead to the eventual optimization of the CNU cell. 

 The proposed methodology consists of two distinct steps. First, the equipotential 

electrode charge distribution is determined using full molecular dynamics techniques, that is, the 

charges in the electrodes are given enough time to interact and reach steady state allowing full 

electrode-to-electrode ion interaction. Second, once the electrode equipotential is achieved, the 

electrolyte is allowed to interact with the positive and negative electrodes, and the current 

through the capacitor is computed. With the voltage defined as an input in the simulation and 

from the current obtained from the electrolyte distribution and their respective electrode 
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interactions, the complex impedance of the CNU is computed and compared with existing 

experimental data. The capacitance and resistance extracted from the simulation results 

compare well with their experimental counterparts [1] and our results have been reported [2].  

 Further, we have applied our MD technique to perform a CNU optimization for the 

purpose of a cell design. We have investigated the effects of electrode-to-electrode separation, 

CNT length, and CNT density on the electrical performance of the CNU cell, using a particle-based 

model. Assuming a metallic and equipotential electrode surface and solving for the electric field 

in the device using molecular dynamics, we have simulated the electrolyte ionic motion and 

spatial distributions, computed the capacitor current, and hence determined all electrical 

parameters. Our results compare well with existing experimental data. In addition, the computed 

capacitance has an optimal range of CNT linear packing density DCNT values, beyond which the 

performance degrades dramatically, even dropping below the equivalent parallel-plate 

capacitance, at which LCNT = 0 in the capacitor cell. In particular, we have shown that the linear 

capacitance density CDL increases with increasing DCNT up to the point where the CNT-to-CNT 

separation Ws reaches 2LCNT/3 before dropping sharply. Such dramatic decrease in CDL is 

attributed to the occurrence of electrolyte ionic traps between adjacent CNTs at close proximity. 

This finding is supported by computed potential contours and electric field, as well as ionic 

distributions at two different values of DCNT. It is also consistent with reported experimental data. 

The approach and the results presented here can lead to a versatile UC model development and 

definition of guidelines for CNU cell design for eventual implementation. 

 Our methodology is the first that uses a particle-based ultracapacitor model, based partly 

on molecular dynamic techniques that we have developed, tested, and correlated to existing 
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experimental data. Our methodology can be used to extract the electrical characteristics of an 

ultracapacitor of any electrode shape or any metallic electrode material. In our research we have 

used our developed molecular dynamics algorithm systematically to firstly extract, correlate and 

understand the Nyquist and Cyclic- Voltametry plots of an ultracapacitor as well as to understand 

how various geometrical features can affect the electrical performance of a vertically grown CNT 

capacitor. Such features are the CNT density, the CNT length and the electrode to electrode 

separation. Further, our particle based model can predict an optimal CNT density range over 

which the capacitance density of the “devce” drops dramatically due to the formation of ionic 

traps in the high CNT regime. Our approach can allow a systematic ultracapacitor design and 

optimization allowing for electrode shape variations, electrode material variations and 

electrolyte type changes. Our simulation results agree well with current experimental data and 

theoretical predictions, and have been reported [3]. 

 Our research is still in its beginning phase. What we have achieved thus far is to prove 

that molecular dynamics through pure ionic movement and distributions in the system can fully 

characterize the electrical performance of an ultracapacitor. In addition to the geometrical 

features above relating the CNU performance to its key geometrical parameters, we would also 

like to examine the effect of the electrolyte ionic mass and volume density on the CNU 

performance. Although extensive experimental work is being conducted in understanding how 

the electrolyte type (aqueous, non aqueous, ionic, gel-polymer, polymer, organic, e.t.c.) can 

affect the overall capacitance density of a carbon based material electrode supercapacitor, [4-

14], there is no systematic science base approach to quantify the electrolyte performance in the 

ultra capacitor. The proposed methodology will be employed to analyze the effect of the 
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electrolyte dynamics on the UC AC performance, from which we can better understand how the 

density, mass and charge of the electrolyte can affect the double-layer capacitance, resistance, 

and inductance.  

 Further, we would like to eventually extent this algorithm to a full 3D computational 

model. Although our geometry transformation from a 3D to a 2.5D problem has proven to be 

rather accurate [2,12, 13], we want to extend this problem to a fully 3D structure, always based 

on molecular dynamics techniques [16-20]. Our 2.5D transformation of the problem can 

successfully recover all the first order effects of the problem, it ignores second order effects of 

the electrode such as mesopores and roughness [21-24] along the CNTs’ electrode surface. 

Mesopores and roughness are in general geometrical “imperfections” that can accumulate extra 

charge along the electrode structure and affect the double layer capacitance and the total 

capacitance density on second order. Determine the dependence of the CNU capacitance density 

on these second order imperfections would further improve the accuracy of our model.  

 In addition to improving the accuracy model to a second order using a full 3D molecular 

dynamics algorithm, we would also like to proceed with a cell fabrication and build a CNT 

capacitor for lab characterization and correlation to our computational model. Figure 5.1 shows 

the schematic of a 3D model.  Compared to the 2.5D model that we have developed in chapter-

2 (Figure 2.1), the 3D equivalent computational cell will be more scalable to a real experimental.  

 We have shown that our research has produce the much-needed results that are 

consistent with existing experimental data and can lead to a comprehensive understanding of 

the CNU operation and eventual cell design using a systematic approach. 
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Figure 5.1. A graphical illustration of a CNT ultra capacitor cell on the left and the equivalent 3D 
unit cell depicted on the right. The cell will consist of a single CNT on each one of the anode and 
cathode electrodes. 
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Appendix A  
Computational Algorithm Flow Diagrams 

 
 
 
 
 
 In this section we present the fundamental flow of the total current computation in the 

simulated capacitor unit cell.  As we have already mentioned, the process of extracting the 

current in the capacitor volume is a two-step process.  

 Firstly, we run a full Molecular Dynamics simulation [1-6] which couples the electric forces 

between the anode and cathode ions respectively. During this simulation we allow the anode 

and cathode charges to fully interact as a coupled system to allow the development of an 

equipotential anode and cathode surfaces. This is consistent with a fully metallic electrode. Once 

in their final equipotential position, the anode and cathode ions are then frozen in position and 

scaled accordingly in order to obtain the desired electrode voltage magnitude.  

 With the equipotential anode and cathode electrodes achieved, we proceed on to the 

second part of the computation. The electrolyte ions are now allowed to interact with the anode 

and cathode charges [1-13] according to the the electrode applied voltage. This interaction will 

result in convection and displacement currents in the capacitor volume. Given the applied voltage 

potential source on the electrodes and the resulting current, we then proceed to calculate the 

impedance of the computational cell. With the voltage defined, the computed current and the 

calculated impedance, the electrical performance of the computational capacitor cell is then fully 

described. 
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 Let us start with an in-depth description of the first part of the computation which is the 

development of the equipotential anode and cathode metallic electrode surfaces using a full 

Molecular Dynamics algorithm. The flow-chart below, Figure A.1, illustrates the computational 

process in a more detail: 

 

    
 
 
Figure A.1. Step 1 of 2 of the CNU impedance computational and extraction process. An electrode 
Molecular Dynamics technique is implemented to calculate the electrode equipotential and 
metallic interface between the electrode ions and the electrolyte in the capacitor volume. 
 

First, we randomly position the anode and cathode ions in their respective electrode 

volume and give then an initial velocity. We then proceed to calculate all the cumulative total 
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force on each one of the anode and cathode ion charges and with this known, we can now 

calculate the new velocity of each one of the electrode charges. Once the calculated new velocity 

is known, we apply the velocity dumping factor and calculate the electrode ion new position.  

 Here we need to stress the importance of the velocity dumping factor. In the absence of 

this resistive force in the anode and cathode electrodes, the electrode charges would indefinitely 

oscillate in the electrode volume resulting in a non-convergent time simulation. This would result 

in a non-metallic electrode surface with loss of equipotential along the electrode boundaries. The 

challenge in this step is to define the proper resistance for the electrode charges so that the 

energy is smoothly conserved throughout the time-iteration process. If the energy is not 

smoothly conserved throughout the full length of the time iteration, then the simulation needs 

to be restarted. The time step in this time-iterative process is also a very critical parameter in 

achieving the proper conservation of energy. Too large of a time step and the simulation is non 

convergent, too small and the simulation is extremely lengthy requiring huge amount of 

computational resources. The conservation of energy check at this stage is a crucial step in 

dictating the proper deceleration of the electrode charges and the proper electrode charge 

distribution along the electrode boundary to achieve the desired metallic behavior. Without the 

proper equipotential metallic electrode boundaries, the current calculation in the second part of 

the simulation is neither stable nor convergent. 

 Once the new ion position is calculated then we the electrode boundary conditions. As 

we have described in section 2, the electrode edges are nothing but perfect reflectors which 

conserve the kinetic energy and momentum of the bouncing ions. Once the boundary condition 

is applied, the new displacement vector is formed, the time is incremented and the time iteration 
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continues until the anode and cathode charges are well situated in an equipotential along the 

electrode surfaces. When this condition is met, the electrode has the proper and required 

metallic form. The electrode charges are now frozen in place and their position becomes available 

for the next part of the computational process which is the calculation of total current in the 

capacitor volume. 

 The flow-chart below, Figure A.2, illustrates the computational flow of the capacitor 

current in a proper detail: 

                              

 
   
Figure A.2. Step 2 of 2 of the CNU impedance computational and extraction process. Electrolyte 
partial Molecular Dynamics technique is implemented to calculate the electrode to the 
electrolyte interaction in the capacitor volume. This step requires the input from step 1 as 
described in Figure A1.1 to calculate the total convection and displacement currents in the 
capacitor volume. 
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In this part of the computation, we firstly randomly position the electrolyte ions in the 

capacitor volume. An initial velocity could be applied at this stage to help distribute the 

electrolyte as dictated by the electrode physics quicker in time, yielding a more stable simulation 

and a longer time span of meaningful convergent data.  Once this is achieved then we proceed 

on to apply the electrolyte boundary conditions as dictated by the capacitor computational unit 

cell boundaries. On the north and south of the computation unit cell we have the anode and 

cathode electrodes that are modeled as perfect bouncing walls. In addition, on the east/west 

edges of the computational unit cell we have applied periodic boundary conditions, as described 

in detail in section 2. The periodic boundary condition was the most appropriate boundary for 

this purpose because it could mimic the interaction of adjacent CNTs in the CNU, while conserving 

at the same time the kinetic energy and momentum of the system. 

At the next step of the computation, we calculate the total force on the electrolyte 

particles. This is the stage where the algorithm will take in as an input from the first part of the 

simulation the electrode charges spatial information and allow the them to electrically interact 

with the electrolyte. The total force on each one of the electrolyte ions is hence calculated. With 

the total force now defined, we calculate the velocity and hence the new electrolyte 

displacement in the time-step defined by the user. Figure A.3 below illustrates the computed 

ensample average total force and the ensample average force on the positively and negative 

electrolyte ions, respectively. The displacement current is proportional to the derivative of the 

ensample average force. A displacement current computation example is illustrated in figure A.4 

and is computed as the derivative of the ensample average total force of the electrolyte. 
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Figure A.3.  The ensemble average total force and the ensemble average force on the positive 
and negative electrolyte ions, respectively. 
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Figure A.4.  Illustration of the calculation of the displacement current in the capacitor volume as 
a function of the capacitor electrode ramp voltage. The displacement current is calculated from 
the derivative of the ensample average total electrolyte electromotive force. 

 

We proceed on to apply the boundary conditions on the electrode wall, form a new 

displacement vector for the electrolyte ions, increase the time by a single time step and proceed 

on with the iteration until both the conservation of energy and total time is achieved. Similar to 

the first part of the simulation (the electrode Molecular Dynamics), the electrolyte dynamics 

algorithm conserves the total energy in the system on every time step and at the end of the 

computation it outputs the electrolyte drift velocity, total force and position as a function of time.  
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Once the electrolyte velocity of every electrolyte particle is calculated, the velocity 

ensemble average over all the electrolyte charges is calculated. This enables us to calculate the 

ensemble average drift current in the capacitor volume. The drift current is hence LMS fitted into 

a sinusoid for the calculation of the Nyquist plot as described in chapter 3.1 With the electrode 

voltage defined and the ensemble average current calculated, we can compute the impedance 

of the capacitor. In addition, knowing the ensemble average force on the electrolyte particles, 

we can calculate the total displacement current in the capacitor for the extraction of the CV plot 

as described in chapter 3.2.  

Figure A.5 below illustrates the ensemble of all the electrolyte positive and negative ion 

currents, the ensemble average total current and the LMS fitted current used in the computation 

of the capacitor impedance. It is meant to visualize the calculation of the convection current 

density in the capacitor volume. 

           

Figure A.5.  Illustration of the convection current calculation in the capacitor volume. The average 
ensemble current density (shown in blue markers) computed in our simulation is LMS fitted to a 
sinusoid waveform (red markers) for the extraction of the average phase and amplitude of the 
capacitor impedance response to a sinusoidal electrode input voltage. 
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