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STOCHASTIC RESERVE LOSSES* 

By Eleanor M. Birch and John M. Heineke** 

Introduction 

In an article in the September, 1961, issue o£ the A.merican Economic Re
view, Daniel Orr and W. G. Mellon introduced the notion of uncertainty into 
the well-known comparative static analysis of bank credit expansion. (1) This 
paper discusses their findings, the nature of their assumptions, and some possible 
extensions of their results. 

Orr's and Mellon's Stochastic Reserve Losses 

Orr and Mellon began their analysis with the individual bank. They 
wanted to concentrate on credit expansion rather than portfolio selection with 
its problems o£ deciding upon different securities at varying interest rates. 
'l'herefore, they made the simplifying assumption that the individual bank's 
assets rae held either as reserves which earn no return or as loans which earn 
the going interest rate, i, and that some expense is incurred when the latter are 
converted to the former. The bank is subject to random changes in its reserves, 
both positive and negative. Its decision problem is how far to extend credit, 
given the random nature of its reserve changes and the legal reserve it must 
hold. 

The variables o£ their model are: 

R: The volume of excess reserves at the beginning of the evaluation 
period. 

D: The volume of new deposit liabilities created during the period. 

L : The loss of reserves during the period. 

p: The legal reserve ratio ( 0<p<1). 

Reserves are legally sufficient if R-L:::::,.p(D-L) at the end of the evaluation period. 
Clearly, then, the largest reserve loss that can be tolerated without violating 
the legal reserve requirement is: 

v = 
( R- PD) 
(J -p) 

The bank's gross revenue is iD but this may be reduced i£ its reserves fall be!ow 
the legal minimum. When that happens, the bank must pay a penalty consist
ing of a lump sum, M, and a variable cost, r, per dollar of reserve deficit. But 
this event is uncertain; its expected value is determined by the probability dis
tribution of L. Thus the bank's profit function, which it seeks to maximize is: 

*Paper delivered at the Graduate Student Session of the Ante1'ican Economic Association 
Meetings in San Francisco, December 27, 1966. 

':'*Mrs. Birch is a National Science Foundation Graduate Fellow and Instnwtor; Mr. Heinelce 
ta an Inst·ruct01·. Both are at the University of Iowa. 
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J ·e~~ z 
P = iD.- M .c <!>(l)dl -·r"' l<,D(l)dl. 

The authors made three assumptions about the distribution of L: 

1. ci> ( 1) is normal 

2. E (L) is linearly dependent on D. 

3. Var (L) is independent of D; it is a given constant. 

These can be summed up by saying that Lis N: (kD, oL). The assumptions 
imply that cash :flows (or reserve losses) in different periods are random anu 
independent, and their variation is not affected by changes in deposit liabilities. 

The authors then differentiated the profit function with respect to D, set 
it equal to zero, and solved for the optimal value of D, given various values of 
the parameters, M, r, i, p, and k, and the independent variable, R. (These 
results are reproduced in Table 1 below for reference.) They found that, under 
conditions of uncertainty, the ratio of marginal credit expansion to excess re
serves is less than that of total credit expansion to total reserves. They also 
showed that, given a constant variability, the presence of uncertainty leads a 
decentralized banking system to expand credit less than a centralized one. 

Critique 

In the December, 1962, issue of the American Economic Review, H. J.1aurence 
Miller, Jr., took issue with the nature of the profit function used by Orr and 
Mellon. (3 ) He pointed out that whenever i> r, it would pay the bank to expand 
loans indefinitely. He suggested that this condition is often met in the real 
world (since the Federal Reserve does not customarily set its discount rate at a 
penalty level), yet the predicted behavior seems not to be empirically verified. 
Orr and Mellon in their reply took Professor Miller to task for attempting "to 
substitute a simple out-of-pocket cost for the penalty in our profit fullction." (4

) 

In their defense, they pointed to a statement in their original article where they 
said a bank that would set r<i "takes into account only the money gained, and 
ignores such non-quantified factors as reputation for soundnefls." ( 5 ) 'l'his de
fense, while valid, becomes superfluous once the behavior premises of their 
model arc fully explicated. The Orr-Mellon model specifically assumed that a 
bank holds Hs assets in only two forms, reserves or loans. When a bank finds 
itself in a reserve-deficit position, what can it do? There is some confusion on 
this point. Let us suppose that once a loan is made, a bank can do nothing 
about it. If it gets into reserve difficulties, it has only one escape: it can 
borrow from the Federal Reserve. Now if the problem were presented in this 
form, and if we continued to assume the banker is most reluctant to borrow 
from the Fed., then the problem would be one of avoiding ruin (at least figura
tively), and might be approached via ruin theory. 

But, alternatively, let us suppose that borrowing from the Fed. is not the 
only way out; assume there is some way to cancel loans. There is a lump-sum 
cost associated with any such transaction and a variable cost, e.g., like a broker
age cost, associated with each dollar the bank is short. So far, this sounds just 
like the Orr-Mellon parameters, M and r. But note that the r here must exceed 
i, because in addition to what we have called the brokerage cost, there is the 
gain foregone when the loans are cancelled. Since this opportunity cost always 
equals i, the brokerage cost plus the opportunity cost clearly must be greater 
than i. So this formulation of the problem rescues Orr and Mellon from 1\!fi.ller's 
criticism. -
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There were some other difficulties in the article connected with their as
sumptions about L. They assumed that L is normally distributed.( 6 ) They 
made no justification of this, unless the :flat statement that "the normal distribu
tion has a great deal of a priori appeal" can be construed as such. As we shall 
see later, a case might have been made here for the normal distribution but the 
authors did not make it. They also assumed that the expected value of L was 
linearly dependent on D. This leads the reader to think that E (L) is of the 
form a+kD, hut Orr and Mellon later revealed that E (L) = kD. Thus, their 
assumption was stronger than mere linearity; they actually assumed strict pro
portionality. The variance of L was assumed to be a given constant, independ
ent of D. 'l'o simplify their computations, the authors as~mmed this constant 
to be unity, which had some interesting effects on their results, as we shall sec 
later. 

The profit function, reproduced above, also seems inappropriate since the 
penalty r is paid on every dollar of reserve loss, I,, even though it should be 
charged only to those losses in excess of the critical value, Y. Thus, the final 
term of their profit function, 

""' oJJ -r ./ l0(l)dl should read -r L (1-v)~(l)dl. 
v v 

In the precess of taking the deriYative of their own profit function. Orr and 
Mellon also made some errors, as Professor Tsiang later pointed out. (1) Two 
k's were omitted from the final equation (the one on which Orr and ~Iellon 
based the results shown in Table 1). On procedural rather than substantive 
grounds, we might note, too, that another term was omitted from their deriva-

tive, viz., -r /'0( l) ol dl. 8 Appaarently, Orr and Mellon assumed that 
v aD 

o1/oD =0 which makes the whole term equal to zero. 'l'his seerw; like a justi
fiable assumption, but it should have been identified as such rather than left 
for the reader to deduce. Thus, the deriyative of the profit equation should be: 

aP- i + 0(v)M(dv- k) + (dv- k)r[l- P(v)J. aD - dO dD 
An interesting question question is why these errors did not affect their calcula
tions by any notable amount (Table 2). The answer is that their assumption 
of a unit variance for L made their table highly insensitive to such changes as 
well as to changes in the parameters. For example, on page 618 of their 
article, they mentioned that credit expansion under uncertainty is sensitive to 
r, among other things. Yet, in their table, a 50-fold change in r, from r=.Ol 
(Case 1) to r=.5 (Case 5), ceteris paribus, changes credit expansion not a whit. 
Similarly, when the correct profit equation is used, and the derivative properly 
obtained, the results (shown in 'l'able 2) do not differ much from those shown 
in Table 1. 

'l'he assumption that E (I,) =kD also leads to some interesting questions. 
F'irst, we may ask: How does it happen that E (L) =kD? There are two altern
ative interpretations. l<'irst, if the bank were assumed to lose reserves to the 
full amount of D to other banks, then k would be the proportion lost in the 
"one period." Thus, there would be some remaining loss, (1-k)D, in future 
periods. But if this were the case, in any single period E (I_,) would not be kD 
but rather a+kD where a is the amount of reserve loss associated ·with previously 
issued loans. 

According to the second interpretation, if all deposit liabilities ·were assumed 
to clear during the "one period", then k would be the proportion of reserves 
lost to other banks in the system. In a footnote, Orr and Mellon make it clear 
that this latter explanation is their interpretation of k. But if this is so, then 
there cannot be any deposits outstanding· a the beginning of the period, becamH' 
all the deposit liabilities created in earlier periods have presumably cleared 
during their own ''periods.'' Yet Orr and Mellon stated that, under uncer
tainty, the ratio of marginal credit expansion to C?xcess reserves is less than that 
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of total credit expansion to total reserv-es. Nowhere in their model, however, 
is there any specific consideration of total credit expansion or total reserves. 
'l'lu'ir analysis is solely in term-s of D which, at first sight, seems to be the 
marginal credit expansion. But their assumption that E (L) =kD, as we saw 
above, rules out any initial outstanding deposit liabilities. Thus, initial credit 
expansion must be zero. So it becomes doubtful whether D should be interpreted 
as marginal or total credit expansion. (9 ) 

It is clear though that Orr and Mellon considered D to be the marginal 
credit expansion. If we follow their lead and assume some arbitrary initial 
level of deposit liabilities, it follows that, under uncertainty, the ratio of mar
ginal credit expansion to excess reserves is less than that of total credit expan
sion to total reserves, as they stated. What they did not state is that this is 
also generally true under certainty, except in the case of a monopoly bank 
(Case 7 of Table 1), where pD*=R.( 10 ) As long as pD*<R, which always holds 
unless k=O, then the ratio of the marginals is lower than that of the totals. 
What Orr and Mellon probably intended to suggest is that the gap between 
the two ratios is larger under uncertainty; this follows from their result that D 
is generally less than D* (except for their Case 6, admittedly an atypical case). 

Choice of Distribution 

Let us examine more closely the nature of the events that give rise to the 
random variable, net resene losses, L. Changes in reserves arise chiefly through 
check clearings. If a check drawn on Bank A is deposited in another account 
in Bank A, bank A's reserves and deposits do not change, so L=O. If a check 
drawn on Bank B is deposited in an account in Bank A, bank A's reserves and 
deposit. liabilities both increase, so JJ<O. H a check drawn on bank A is de
posited in an account in hank B, bank A's rescl'Vcs and deposit liabilities both 
decrease ,so I,>O. 'rhe basic cYent that gives rise to om· random variable, IJ, 
is a check's clearing. This can be viewed as an event occurring at random 
along the time continuum, i.e., as a Poisson process. The Poisson distribution 
is quite convenient to work with because this time continuum can be subdivided 
or sliced into segments small enough to obtain a good fit for the experimental 
data. Therefore ,if we assume that these check clearings are independent of 
each other, then the nwnber of checks cleared (i.e., the number of reserve losses, 
or, more generally, reserve changes) during a time period, t, has a Poisson dis
tribution. The time period, as indicated above, can be adjusted to make the 
parameter, .At, equal to t; t is then the expected number of checks to be cleared 
(or expected number of reserve changes) in a period of length t. 

But this still doesn't give us the random variable we want. Each check 
that clears carries along with it, in a kind of piggy-back fashion, the random 
variable we're interested in, viz., the face amount, which corresponds exactly 
to a reserve change. Let Z be the face value of a check; then F (z), the distri
bution function of Z, gives the probability that, if a reserve change occurs, it 
will he less than or equal to z, i.e., Pr (ZLzj a reserve change occurs). Let 
Fn(x) be the distribution function of X, the total reserve change (which, if the 

n 
bank is small, we may assume will be losses), where X ==i~l zi • Let X(t) 

be the total reserve change during a period of length t and G(x,t) be its distri
bution function. The function G(x,t) is equal to the product of: 1. Fn(x), 
given that the bank experiences n reserve changes; and 2. the probability that 
n changes are experienced, summed over all n. Since the number of reserve 
changes is a Poisson variable, we have: 

-t n 
o.D e t n 

G{x,t) = ~~ , · F (x) n=v n. 
where G (x,t) is the distribution function of total reserve changes. 

23 

rscroggin
Typewritten Text

rscroggin
Typewritten Text



Let q1 denote the expected value of Z and q2 the expected value of .Z2
; then 

it follows that the mean and variance of X(t) are q1t and q2t, respectively. In 
the problem at hand, it is very important to be able to compute G(x,t) for large 
values of X, i.e., for values of the loss function ahove the Orr-Mellon critical 
value, v. 'l'he function :B' (z) can be observed and the moments, q1 and 92, 
estimated. An approximate solution can be obtained by standardizing X ( t) 
and appealing to the Central Limit Theorem. But for large values of X, and 
these are precisely the ones of interest to us, the normal approximation can be 
rather poor. The Esscher approximation has been developed to deal with this 
problem. 

Note that the appeal to the Central I.1imit Theorem above and the properties 
of asymptotic normality are justified from the nature of the basic event and 
are not the same as the Orr-Mellon assumption of a normally distributed loss 
function. No assumption concerning the distribution function, F (z), was made 
in the exposition above . 

The danger of blithely using the normal approximation has been pointed 
out in risk theory. Collective risk theory was first developed by European, 
especailly Scandinavian, actuaries and statisticians. Cramer has dealt with this 
as part of the modern theory of stochastic processes. (11 ) In a recent article 
on reinsurance, P. l\L Kahn discussed a problem in calculating stop-loss pre
miums similar to our problem here: 

... Mr. Peay used the normal distrilmtion. In our discussion of his paper we fur· 
nished a quotation from Ammeter(2) ani! some examples to show that. this 
approximation is not always satisfactory. We wish here to provide an alternative 
method for approximating P(x,t) and for calculating stop-loss premiums and to 
compare his methods with those produced by collective risk theory, particularly by 
Esscher's method. In point of fact, a most important stimulus to the development 
of the dis.tribution branch of collective risk theory was dissatisfaction with the 
use of the normal distribution as an approximation to F(x,t) .(12) 

Mr. Kahn gives numerical examples of reinsurance premiums calculated 
under the normal approximation and, alternatively, under the Esscher approxi
mation. In all instances, the former method produces a smaller required pre
mium than the latter. Applying similar techniques to the On-Mellon problem 
would confirm their statement that their assumptions tended to understate the 
uncertainty in the system. 'l'he use of the compound Poisson uistribution and 
the Esscher approximation would tend to give a more realistic weight to un
certainty. 

But if the above formulation is conect, it does not necessarily follow that 
the uncertainty in the system has, in fact, been understated by Orr and Mellon. 
Everything depends on how their estimate of oL is calculated. They did not 
consider this question since they assumed the variance of L is a given constant. 
This procedure is acceptable for pedagogical purposes. But in the real world, 
variances do not drop like manna from heaven; they must be estimated. Now 
there is nothing in the Orr-Mellon paper on this, but the unwary reader would 
probably think that all one had to do was observe the reserve losses over a 
number of periods and then estimate oL from those data. But if reserve losses 
are the outcome of a compound Poisson process as postulated above, then this 
estimate of oL may be quite misleading, as is well-known from the modern 
theory of stochastic processes : 

Let N = the number of checks cleared in a period 

Z1 = the face amount of the jth check 

o lower case sigma. 

z1 = the total face amount of all N checks 
reserve change in a period. 

total 
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It is known that: 

E(X) = E(N) · E(Z) 

Var(X) = E(N) · Var(Z) + Var(N) · E(Z) 2 (13 ) 

Now consider a simple numerical example. Assume the following data are 
available for 6 periods: 

Period 

1 

2 

3 

4 

5 

6 

Totals 
Means 
Variances 

N 

4 

2 

1 

3 

2 

5 

17 
2.833 
2.169 

z 
7 
1 
3 
9 

13 
7 

20 

3 
10 
7 

12 
8 

2 
1 
6 
4 
7 

120 
7.059 
23.93 

X 

20 

20 

20 

20 

20 

20 

120 
20 

0 

Var(X)=E (N)Var(Z)+Var(N) :E(Z) 2 

= (2.833) (23.93+(2.169) (49.829) 
= 67.79 + 108.08 
= 175.87 

In this case, if the observer were to examine X, i.e., total reserve losses, alone, 
he would estimate the variance of X as 0. We would be back in the deter
ministic framework again where we need not guard against variation in reserve 
losses. But if we followed this lead, our bank would soon be in dire straits, since 
the true variance of X, basea on N and Z, is estimated at 175.87. 

The opposite result can also occur, as we see in the following example: 

Period N z X 

1 2 6 10 
4 

2 1 1 1 

3 2 3 10 
7 

4 1 1 1 

5 2 5 10 Var(X)=E(N) ·Var(Z)+Var(6) !E(Z) 2 

5 =(1.5) (5.25)+(0.3) (13.44) 
=7.875+4.032 

6 1 1 1 =11.91 

Totals 9 33 33 
Means 1.5 3.67 5.5 
Variances 0.3 5.25 24.3 

25 



Here the direct method of estimating oL2 would yield 24.3 while the esti
mate based on the information available on N and Z would yield 11.91. If one 
calculated oL2 by the direct method and used it in a loss function of the Orr
Mellon type, then the results could no longer be said to understate the un
certainty in the system. The use of the proper estimate of oL2 would lower 
the uncertainty still more. 

Other modifications to the Orr-:~VIellon approach could be made. For ex
ample, a highly cautious banker might not want to hazard a guess about the 
nature of the distribution function of his losses. In this event, he could use 
the Tchebycheff inequality to get an upper bound for the uncertainty in the 
process. This would tend to restrict his credit expansion to a much greater 
degree than the Orr-Mellon results indicate. Such a cautious approach might 
satisfy Professor Miller, whose criticism suggests that banks normally follow 
restrictive credit policies. Most modifications of this type would have the effect 
Orr and Mellon predicted, viz., that of increasing uncertainty in the system. 
But the exposition above on the proper calculation of oL is more significant 
because the numerical examples presented there show that the change could go 
in either direction. 

Conclusion 

The Orr-Mellon paper was a valuable contribution in that it showed us how 
to look at an old question in a new way. Its weaknesses do not diminish its 
pedagogical value. They merely reflect the inadequacy of a static model for 

, describing behavior that is essentially dynamic. Our introduction of the com
pound Poisson process is a very small step toward such a dynamic model where 
time, t, enters in an important way. 

APPE~DIX (1=1) 

P = iD -1'1/"'cr(l)dl - r/'"(1-v)rr(l)dl 
'v v 

i - M[-cr(v) ov /""ac(l) dll 
aD + v aD ' 

- o(l) av)dl] ao 

where C!l(l) l 
ffrf exp [-(l-kD) 2/2] 

~ and oD l'( l) [k( 1-kD)] 

0 . ( 0 v [ ~ +Me v)
2

D + Mk cr(l) 

+ r~~ /v""C(l)dl 

cr(l)ol _ a0(1). 
+ aD v aD 

ov 
i + l\!0 (v)aD- MkC"(v) - rkvC.'l(v) - rk[l-tP(v)J + vkr<p(v) + r~~[l-~(v)] 

Assuming cc(l)~~ = 0 

and letting ~(a)~/ a.Q(l)dl 
~.o 

------------·-·············---~---·········~--

26 



Case 

1 
2 
3 
4 
5 
6 
7 

Table 1 

Optimal Values of D Under Uncertainty Compared with Traditional 
Values (D*), as calculated by Orr and Mellon 

M r i k R D 

20 .01 .0025 .7 10 8.9 
20 .01 .0025 .7 1000 1311 

0 .01 .002-5 .7 10 10.7a 
20 .01 .0025 .3 10 15.7 
20 .5 .0025 .7 10 8.9 

arbitrary .01 .01+ .7 arbitrary w 
20 .01 .0025 0 10 35.4 

D* 

13.2 
1316 
13.2 
22.8 
13.2 
13.2 

5o a 

aThese are corrected values supplied by Orr and Mellon after original table was 
published. 

Source: Orr and Mellon, ''Stochastic Reserve T. .. osses," American Economic 
Review, Vol LI, No. 4, Sept., 1961, p. 619. 

Table 2 

Revised Values of 'l'able 1 BaRed on Corrected Equations 

Case lVI r k R D D* 

1 20 .01 .0025 .7 10 8.9 13.2 
2 20 .01 .0025 .7 1000 1311 1316 
3 0 .01 .0025 .7 10 12.5 13.2 
4 20 .01 .0025 .3 10 15.7 22.8 
5 20 .5 .0025 .7 10 8.9 13.2 
G arbitrary .01 .01+ .7 arbitrary w 1.3R 
7 20 .01 .0025 0 10 35.4 50 

Source: Author's calculations 
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COMMENT* 

by John T. Boorman** 

I ntrod~tction 

This critique of the paper presented by Mrs. Birch and Mr. Reineke, '' Sto
chastic Reserve Losses", (1) will be divided into two parts. In the first part, 
we shall have to make reference not only to the original article by Daniel Orr 
and W. J. Mellon(2) but also to various 'comments' on this article which have 

*I wish to extend my great thanks to Mr. T. V. S. Rama Mohan Rao for his help in deriving 
the differentiated form of the profit function and for his other very helpful comments. 
Thanks are also due to Dr. Michael DePrano, Mr. W. Roger Watson and Mr. John Cownie, all 
of whom read this manuscript in some stage of preparation and nuzde helpful suggestions. 

**Mr. Boorman is a gracluate student at the University of Sm~thern California. 
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